
The genome of a living organism stores and imple-

ments most of the genetic (inherited) information in the

course of ontogenesis. Functioning of the genome –

above all manifested through efficient expression of the

genes enclosed – forms the basis for life of Earth. In

eukaryotes, genes are sequences of nucleotides of genom-

ic DNA affecting a phenotypic trait [1, 2]; to work cor-

rectly, genes are to respond without fail to the multiple

endogenous and exogenous regulatory signals. This func-

tion of the genome is fulfilled by the regulatory sequences

recognized by relevant regulatory molecules of the organ-

ism. In this connection, a genome-wide search for regu-

latory elements is necessary to understand genome organ-

ization and is one of the key problems of modern func-

tional genomics [3].

The human genome sequencing data obtained by

now has unleashed several specific features of genome

organization. Surprisingly, sequences of DNA

nucleotides encoding exon regions of genes were found to

make up only a small part (2.94%) of the genome, while
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exons, encoding only amino acid sequences (without the

untranslated exons and their fragments) make up even

less (1.2%) [4]. In this review, we will call the rest of the

sequences, making up ~98% of the genome, noncoding

sequences. The total number of genes turned out to be

less than was expected (~25,000); however, the mecha-

nisms regulating their expression and the regulatory

sequences demonstrate extraordinary diversity [5].

Besides, sequences of individual human genomes turned

out to be highly polymorphic. Comprehensive analysis of

individual genomes, the total number of which reaches

1.5 thousands, revealed dozens of millions of single-

nucleotide polymorphisms (SNP and SNV), millions of

short insertions and deletions (indels), and multiple

extended sequences present in a varying number of copies

(CNV) [6, 7]. These results indicate that the primary

structure of an individual’s genome is unique. Indeed,

sequencing of each new genome detects up to 3,500,000

SNPs and ~1000 large (>500 bp) SNVs absent in the ref-

erence sequence. Up to 500,000 SNPs in each genome

have not been recognized previously. On average, any

sequenced genome of an apparently healthy human con-

tains 25,000 SNPs in its coding parts. Up to 10,000 of

them are nonsynonymous nucleotide substitutions,

among which up to 100 SNPs have been referred to dele-

terious mutations resulting in pathological states in het-

erozygotes. Most polymorphic nucleotides are located in

noncoding fragments of the genome, the function of

which is yet unknown. It is believed that collectively indi-

vidual features of genome organization, including the

noncoding sequences, can determine many specific fea-

tures of the activity of a human organism, although not

unambiguously [8]. Today, the concept is developing in

frames of a large unsolved genetic problem of interaction

between the genotype and the phenotype [9].

The idea of the importance of genetic factors in eti-

ology of complex multifactorial diseases has been sup-

ported by many modern studies on association of SNPs

and the development of pathological processes. Lately,

the system of genome-wide association studies (GWAS)

to search for such associations has been actively develop-

ing and has already yielded fruits [10]. Within the

approach, biochip technologies are used to study simulta-

neously the association of millions of SNPs, the clinical

value of which is unknown, with a certain disease in con-

trol and clinical case groups of hundreds of thousands of

participants. As a result, over 12,000 new genetic loci

associated with studied pathological states have been

revealed, which, in a number of cases, led to a paradigm

shift in understanding of molecular mechanisms of the

disease (www.genome.gov/gwastudies/). However, inter-

pretation of the results obtained by GWAS encounters

considerable difficulties. Correlation between an SNP

allele frequencies and a disease status is weak (odds ratio

typically does not exceed 1.2); besides, most SNPs are

located in noncoding sequences of the genome [10]. This

suggests that changes in the genome caused by these

SNPs are actually associated with functional sequences

involved in regulation of gene expression and can inter-

fere with interactions between genes.

The recently discovered phenomenon of pervasive

transcription [11] also evidences that the functional role

of noncoding sequences in eukaryotic genomes has been

underestimated. Analysis of the human transcriptome

with modern techniques demonstrated that most

sequences in studied eukaryotic genomes are being tran-

scribed. Besides, high phylogenetic conservation of many

of the noncoding genome regions between evolutionarily

distant species also supports the idea of their functional

significance [12].

In this review, we analyze the problem of functional-

ity of noncoding sequences in mammalian genomes. We

provide data supporting functional significance of most of

the noncoding sequences and briefly consider the specif-

ic features of how the main regulatory elements, includ-

ing 5′- and 3′-UTR, introns, transcription enhancers,

insulators, DNA methylation regions, S/MAR

sequences, noncoding RNA genes, and repeated

sequences function. Finally, we review the mutations in

noncoding parts of the genome associated with human

diseases, which supports the functional importance of

noncoding sequences.

FUNCTIONS OF NONCODING SEQUENCES

IN HUMAN AND ANIMAL GENOMES

The problem of human genome redundancy in terms

of sequences of DNA nucleotides not coding for proteins

remains unsolved. Till now, evolutionary conservation of

the gigantic human genome (the size of a haploid genome

is 3.3·109 bp), as well as those of other eukaryotes, all rich

with noncoding sequences, appears to be a mystery.

Attempts to explain the phenomenon have conceived

multiple theories, which can be divided in two large

groups. Supporters of the first group of theories believe

that most of noncoding sequences are not functional and

reflect evolutionary accumulation of shatters of genes no

longer needed or represent selfishly multiplying DNA.

Another group of researchers, to which the authors of this

review belong, on the contrary, supposes that most of the

noncoding sequences should be functional [13, 14].

With the elaboration of a reference human genome

sequence, elucidation of all functionally important

genome parts became a realistic task. To solve the task, an

international consortium on the development of an

ENCyclopedia Of DNA Elements (ENCODE,

http://genome.ucsc.edu/ENCODE/) was created in

2003; the main goal of the consortium is to search for

functional elements of the human genome controlling

gene expression and to compile a comprehensive catalog

of such elements. To detect functionally important
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sequences, the consortium members, as well as independ-

ent researchers, use three groups of methods: methods of

evolutionary biology, biochemistry, and genetics [15]. In

the frame of the evolutionary approach, methods of com-

parative structural genomics reveal the evolutionarily

conserved parts of the mammalian genome under natural

selection; biochemists produce evidence of molecular

activity, while geneticists register phenotypical changes in

the organism in response to mutational rearrangements of

the primary structure of genomic DNA. All three

approaches are highly informative and complement each

other, although the contributions of each to human

genome annotation are different. Analysis of DNA muta-

tions leading to disease progression also contributes to

our knowledge on the functional role of noncoding

sequences.

Evolutionary Conservation of Noncoding Sequences

in the Genome

The evolutionary approach to determination of

functionally important DNA sequences in the human

genome utilizes the αsel parameter, which denotes the

share of the genome nucleotides under purifying (nega-

tive) selection among all genome nucleotides [16]. To

determine the parameter, two groups of methods are used

today. First, in comparative studies conserved genomic

sequences in distant divergent species are revealed under

the assumption that sequences that perform important

functions remain unchanged for a long evolutionary peri-

od. The technique is poorly applicable to the analysis of

rapidly evolving regulatory regions of the genome. In the

latter case, the neutral indel model (NIM) [17] is used

instead. In this model, the size of DNA fragments locat-

ed between adjacent indel sites termed intergap segments

(IGS) is evaluated genome-wide. The IGS length distri-

bution is strongly shifted towards long sequences upon

analysis of the whole genome, which is in sharp contrast

with the IGS length distribution profile of neutrally

evolving genome parts. This is interpreted as evidence for

selection aimed at preservation of these long sequences in

the genome and, consequently, their probable functional

significance.

When human and murine genomes were first aligned

and compared, the percentage of sequences under nega-

tive selection among short (50-100 bp) genome segments

was found to be ~5% [18].

In a recent study on evolutionary conservation of

genomic DNA sequence, the human genome was com-

pared to 28 genome sequences of maximally diverged pla-

cental mammals [19]. Most of the genomes, the primary

structure of which was unknown prior to the study, were

sequenced in the course of the work. Alignment of the

genome sequences showed that approximately 5.5% of

the human genome has undergone purifying (negative)

selection, and 4.2% are represented by conserved, pre-

sumably functional, sequences. These conserved DNA

elements, totaling ~3.6 million, were mostly represented

by exons comprising mRNA (~30%), gene introns

(~30%), and intergenic segments (~40%). Synonymous

nucleotide substitution constraints were detected in exons

of over a quarter of all known human genes. In the latter

case, sequences are highly conserved probably due to the

necessity to maintain certain mRNA structure during

splicing, interactions between regulatory microRNA

(miRNA), or its editing at the posttranscriptional level. In

the study, approximately 4000 new exon candidates were

discovered among gene transcripts encoding proteins,

their introns, and untranslated mRNA sequences (UTR).

Over 1000 conserved sequences presumably associated

with a new class of noncoding RNA as well as 2.7 million

short presumably regulatory sequences were found.

Besides, up to 40% of the nucleotides of the revealed con-

served sequences remain uncharacterized in terms of

their possible functionality.

With an advanced version of the above-mentioned

NIM approach, which reveals the rapidly evolving

genome parts, it was found that up to 8-9% to the total

number of human genome nucleotides is under negative

selection and thus may be functional [20]. Only 2% of

sequences turned out to be conserved upon comparison of

human and mouse genomes. These data indicated that

there are many short-living species-specific sequences

under negative selection in the studied genomes. Most of

these sequences were found to be located in noncoding

fragments of the genome and have been referred to known

functional elements, including the DNase I hypersensi-

tivity sites, transcription factor binding sites, promoters,

enhancers, and long noncoding RNA (lncRNA) genes.

The latter turned out to be the most evolutionarily unsta-

ble.

Therefore, modern methods of DNA sequencing

and bioinformatics has allowed a new take on the problem

of noncoding sequences, which are now viewed as rich

with probably functional elements of the genome.

Further development of molecular biology methods con-

firmed and broadened this new concept.

Pervasive Transcription

The first indication that most of the human genome

is being transcribed was obtained upon study of transcrip-

tion of small chromosomes 21 and 22 and was confirmed

by the ENCODE consortium in an attempt to compre-

hensively analyze the functional activity of 1% of the

human genome [5, 21-24]. At least 93% of the genome

was found to be transcribed with varying efficiency joint-

ly in cells of different human tissues. Non-annotated

transcripts with unknown functions were termed “dark

matter” [25]. Mining these data was made possible main-



FUNCTIONS OF NONCODING SEQUENCES IN MAMMALIAN GENOMES 1445

BIOCHEMISTRY  (Moscow)   Vol.  79   No.  13   2014

ly by two modern methods of transcriptome investigation:

cDNA hybridization with ordered oligonucleotide probes

organized into high-density biochips (tiling arrays) and

RNA-seq modification of DNA next generation sequenc-

ing (NGS) [26-28].

Modern biochips can contain millions of oligonu-

cleotide probes, sequences of which cover the entire

human genome. In the course of transcriptome analysis,

total RNA isolated from a small number of cells of tissue

under study is freed from the products of actively tran-

scribed genes (especially rRNA) and used for cDNA syn-

thesis, which is further amplified with PCR, fragmented,

labeled with fluorescent dyes, and hybridized with the

biochip. Fluorescence signals are registered and analyzed

in an automated mode. Biochip technology allows for up

to 109 individual hybridizations per chip, producing

unique information on specific features of transcription

of large genomes, including mapping of the transcripts

with resolution of several base pairs [23, 24]. Despite the

outstanding capabilities of biochip technology, it is not

free from limitations. The high cost of individual experi-

ments, the need to know the sequence of the genome

under study, high background level of nonspecific cross-

hybridizations, and limited range of quantitative meas-

urements of gene transcription rate due to high back-

ground and fast saturation of the hybridization signal are

to be mentioned among such limitations [29, 30].

The RNA sequencing (RNA-Seq) methodology

competes successfully with the biochip technology in tran-

scriptome studies. The main advantage of this approach is

the direct determination of nucleotide sequences of cDNA

under study with high-performance NGS and direct cal-

culation of individual cDNA molecules in analyzed sam-

ples. RNA-Seq allows both mapping of the transcriptome

and quantitative evaluation of transcription levels of indi-

vidual genome fragments. In the course of the analysis,

total or fractionated RNA is used to prepare a library of

cDNA fragments, to which oligonucleotide adaptors are

ligated at one or two ends, allowing for simultaneous solid-

phase amplification and/or sequencing of millions of

immobilized cDNA fragments at one or two ends using

only one or two oligonucleotide primers [31, 32]. In gen-

eral, application of RNA-Seq methods in functional tran-

scriptomics does not require the knowledge of the primary

structure of the genome under study and allows elucida-

tion of structural variants (for example, SNPs) of its tran-

scripts [33]. Besides, as opposed to biochip technology,

RNA-seq methods are characterized by very low level of

background signals. The main disadvantage of the meth-

ods are the artifacts associated with cDNA library prepara-

tion and the so far low efficiency of bioinformatics meth-

ods elaborated for the analysis of big data, leaving much to

be desired [34]. For other approaches to transcriptome

analysis, see works [35, 36].

Today the phenomenon of pervasive transcription

has been reliably confirmed experimentally [11, 37]. In

all studied human cells and tissues, both healthy and

tumorous, RNA molecules with unknown function make

up the majority of total RNA preparations after separa-

tion of rRNA and mitochondrial RNA [38]. Hundreds of

genome regions, in which very long intergenic noncoding

RNA (vlincRNA) exceeding 100 kb are transcribed, have

been discovered; such regions spread over 4% of inter-

genic sequences of the genome. The sets of vlincRNA

turn out to be tissues-specific, and most of the genome

sequences are represented in total RNA isolated from

many tissues. Surprisingly, sequencing of individual RNA

molecules revealed that the fraction of intron (int) RNA

makes up 30-50% of the total human RNA after separa-

tion from rRNA and mtRNA. Different genes and even

separate fragments of introns differ by their ability to gen-

erate intRNA [38]. The comprehensive functional signif-

icance of intRNA is yet to be understood, however

already it is clear that almost half of sequences of known

miRNA, which we will speak of further on in a relevant

section of this review, belongs to intRNA.

Mobile genetic elements (MGE) of the human

genome, which make up ~45% of all its sequences, con-

tribute significantly to the pervasive transcription. For a

long period, investigation of the global transcription of

repeated sequences has been hampered by difficulties in

discriminating between different transcripts due to their

cross-hybridization on biochips. Elaboration of the cap

analysis gene expression (CAGE) system together with

NGS techniques solved this methodological problem [39,

40]. It turned out that up to 30% of capped transcripts

stem from the repeated sequences of the human genome.

Overall, ~250,000 transcription start sites (TSS) have

been detected in genomic retrotransposons; their distri-

bution over the genome is tissues-specific; they cluster in

gene-rich parts of the genome.

In general, despite the lack of knowledge on the

functional significance of the newly discovered RNA of

the mammalian transcriptome, it is clear that many non-

coding RNAs perform important functions in regulation

of gene expression and maintenance of genome stability.

Structural and functional features of the main classes of

noncoding RNAs will be considered below in relevant

sections of this review.

Cis-Acting Regulatory Elements

of Transcription and Translation

Protein-encoding gene expression is regulated at

many levels, including transcription, co- and posttran-

scriptional mRNA processing, translation, and posttrans-

lational processing of synthesized polypeptides [41].

Noncoding sequences termed regulatory genome ele-

ments play an important role in control of transcription

and translation. Promoters and sequences encoding regu-

latory signals of 5′- and 3′-UTR, together with splicing
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sites and splicing enhancers/silencers, are some of these

regulatory elements. Besides, regulatory elements per-

forming global regulation of transcription, such as

enhancers, locus control regions, insulators, S/MAR

sequences, and specific regions of DNA methylation are

referred to this group. Most of the regulatory elements are

located in close proximity to genes they control, within

the same chromosome domain, and consequently per-

form regulatory effect in cis, that is within the controlled

region of the genome. Below we review the main struc-

tural and functional features of noncoding cis-acting reg-

ulatory elements, which make up a significant and indis-

pensable part of the genome.

5¢-Terminal regulatory elements of genes. Promoters.

Gene promoters are specialized sequences of genomic

DNA that enclose TSS, i.e. the first nucleotide

(position +1) from which RNA synthesis starts [42]. The

functional role of promoters is the provision for initiation

complex assembly and further initiation of transcription,

the key player in which is the DNA-dependent RNA

polymerase. In humans, protein-coding genes and many

noncoding RNAs are transcribed by RNA polymerase II.

The region around TSS is divided into upstream pro-

longed proximal promoter and minimal (or core) pro-

moter surrounding the TSS. Proximal promoter locates

binding sites for some proximal transcription factors,

which in turn can group into clusters of cis-regulatory

modules.

Core promoter is the minimal DNA sequence pro-

viding for precise initiation of transcription by RNA poly-

merase II [43]. Purified RNA polymerase II is not able to

recognize core promoters and requires basic transcription

factors to implement its function [44]. The factors

include TFIIA (RNA polymerase II transcription factor

A), TFIIB, TFIID, TFIIE, TFIIF, and TFIIH. The core

sequence is recognized by TFIID, which comprises the

TATA box-binding protein (TBP) and TBP-associated

factor (TAF). In the presence of these factors, RNA poly-

merase II interacts with the core promoter and is enrolled

in the large preinitiation complex (PIC).

Functions of the core promoter determine the spe-

cific sequences it comprises. The sequences have been

termed elements (or motifs) of the core promoter. By

now, no elements universal for all promoters have been

elucidated. The most commonly occurring element of

core promoters is the initiator (Inr) comprising the TSS

(with a consensus sequence in humans of YYANWYY,

where the A is at position +1), and it appears that basal

transcription requires the interaction of TFIID with Inr.

The consensus sequence of the TATA box is TATAWAAR,

with the 5′-terminal T located at position –30 or –31

from the A of Inr. The TBP subunit of factor TFIID inter-

acts with the sequence. Two TFIIB recognition elements

(BRE) can be located both upstream (BREu) and down-

stream (BREd) from the TATA box, with which they are

functionally linked, and produce both positive and nega-

tive effects on the basal level of transcription. Located

close to each other and sometimes even overlapping,

downstream core promoter element (DPE) and motif ten

element (MTE) contact with subunits TAF6 and TAF9 of

TFIID. These sequences contain four regions at positions

18-22 (CGANC) and 27-29 (CGG) of MTE and 27-29

and 30-33 of DPE (with respect to position +1 in the Inr)

particularly important for their functionality. The pres-

ence of the first and the third regions is sufficient for a

functional core promoter, although such a combination

occurs rarely in natural promoters.

In addition to the indicated basic elements, promot-

ers of some genes may contain specific sequences neces-

sary for binding of certain activating factors. For example,

E-box with a canonical sequence of CACGTG belongs to

this group of elements. E-box is a binding site for proteins

belonging to the helix-loop-helix family; it is present in

many genes expressed in muscle and nervous tissues and

in pancreas [45]. Recent studies demonstrated that E-box

or similar elements occur in promoters of the so-called

clock genes, expression of which obey circadian rhythms

(that is, evolves cyclically during the day) [46]. Another

example is the heat shock elements (HSEs) contained in

promoters of heat shock protein genes. These elements

are binding sites for transcription factors known as the

heat shock factors. HSEs are represented by several

copies of a pentanucleotide sequence NGAAN-3′ differ-

ently oriented with respect to each other. The number of

pentanucleotide monomers can differ in promoters of dif-

ferent genes; however, three units are the least sufficient

number for successful transcription activation [47].

In mammals, three types of promoters are distin-

guished by their nucleotide composition and functions.

Promoters encompassing the TATA box with low GC

content are referred to as type I promoters. In most pro-

moters of this type, transcription initiation is limited by

one or several closely located nucleotides (focused tran-

scription), and the TATA box is located at a certain dis-

tance from the TSS, which, together with the initiator

consensus sequence, determines the choice of TSS on the

DNA. Type I promoters govern the tissue-specific tran-

scription in adult organisms and are methylated in the

active state.

Type II and III promoters are characterized by high

GC content and the presence of multiple TSSs located

within a 50-100-nt-long region (dispersed transcription).

Type II promoters have short CpG islands (CGI), lack

the TATA box, and direct transcription of most house-

keeping genes. Type III promoters contain prolonged

CGIs covering gene sequences, are marked by trimethyl-

ated histones H3K27me3, and are regulated by the

Polycomb repression system. Promoters of this type con-

trol genes involved in regulation of development and cell

differentiation.

An individual group is formed by the so-called TCT

promoters typical for highly expressed genes of ribosomal
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proteins. Their name derives from the typical structure of

the initiator, which contains a polypyrimidine tract

YYC+1TYTTYYY (TSS corresponds to +1T) [48].

The 5′-terminal sequences of some genes can con-

tain more than a single promoter. Alternative promoters

of a single gene can function in different tissues or at dif-

ferent developmental stages of the organism [49]. Despite

the fact that RNA transcripts obtained from alternative

promoters may be of different size, the encoded proteins

might be identical if the same translation initiation site is

utilized [49]. Another type of alternative promoters are

the promoters the activity of which results in various pro-

tein isoforms with different properties, for example, the

methyltransferase gene DNMT1 promoter. The 5′-termi-

nal region of the gene includes three promoters. In

somatic cells, the 1s promoter is active, while in oocytes it

is the 1o promoter. In the latter case translation starts

from the ATG codon located in exon 4. The resulting pro-

tein is shorter than the enzyme synthesized in somatic

cells by 118 N-terminal amino acids. In spermatocytes,

promoter 1p is active. However, mRNA formed from this

promoter is not translated. As a result, spermatocytes

contain no DNMT1 enzyme [50].

The genome of eukaryotes and humans in particular

contains many genes located in close proximity to each

other and transcribed from different strands of the same

DNA molecule in opposite directions. Promoter regions

of such genes partially overlap, and the distance between

their TSS does not exceed 1000 bp. The DNA fragment

localized between the TSS of two genes transcribed from

different strands was termed a bidirectional promoter [51,

52]. In particular, arrangement of many of DNA repara-

tion system genes and chaperon genes implements bidi-

rectional promoters. In most cases, bidirectional promot-

ers provide for simultaneous expression of two genes;

however, sometimes initiation of transcription of one

gene of the gene pair suppresses the transcription of the

other [51]. The primary structure of bidirectional pro-

moters has some specific features. For example, only 9%

of such promoters contain TATA boxes. The average GC

content in bidirectional promoters is somewhat higher

than in the usual ones (66 and 55%, respectively).

Mutations easily destroy functional integrity of the

promoters due to their overload with regulatory elements

interacting with transcription factors. For example, the

TERT gene encodes a catalytic reverse transcription sub-

unit of telomerase maintaining the telomere length (see

below the section on telomeres). Elevated telomerase

activity is among the specific features of tumorous tissues.

The promoter of the TERT gene contains many binding

sites for various activators and repressors. The A57C,

C124T, and C146T mutations create a new overlapping

site for binding transcription factors Ets and TCF, thus

increasing the level of expression of the TERT gene. The

indicated somatic mutations are incompatible and occur

at different rates in various oncological diseases. The

C124T mutation is the most frequent one in bladder can-

cer (occurs in 53.5% patients). In general, the three

mutations occur in 65.4% of bladder cancer patients and

in 80% of glioma patients. These genetic changes are

associated with a more aggressive progression of the dis-

ease and negative prognosis [53].

Another example is the Leiden hemophilia B char-

acterized by low content of blood clotting factor IX (60%

of the normal concentration at most), in which the G26C

and T20A SNPs in the promoter of the F9 gene impair the

overlapping site of TATA/HNF-4 binding. HNF-4 is the

hepatocyte nuclear receptor protein controlling the

expression of the factor IX gene. Inability of HNF-4 to

bind the modified site leads to hemophilia [54].

The 5′-terminal untranslated regions (5′-UTR), typi-

cally encoded by the first exon in eukaryotic genes,

enclose sequences providing for regulated mRNA transla-

tion. The average length of human 5′-UTR is 210 nt, and

the minimal one is 18 nt. The maximal length of a 5′-

UTR sequence in humans (2858 nt) has been noted for

the Tre oncogene mRNA [55]. The length of the 5′-UTR

influences the efficiency of mRNA translation, since the

ribosome has to hurdle the often highly structured region

of the template between the initiatory AUG codon and

the m7G cap group, where it is assembled. High GC con-

tent is typical of 5′-UTRs. Ten to fifteen percent of mam-

malian genes utilize alternative 5′-UTR owing to tran-

scription initiation at different promoters. In another

13% of the genes, the same effect is reached via alterna-

tive splicing [56]. Utilization of an alternative 5′-UTR has

important consequences for translation and expression of

genes.

The secondary structure of 5′-UTRs plays a big role

in regulation of expression of genes, in particular, tran-

scription factor and growth factor genes, as well as pro-

tooncogenes and their receptors. Over 90% of mRNA

molecules have constitutive stable secondary structures in

their 5′-UTR sequences, typically located not far from

the cap group. Regulatory proteins interact with these

structures, which can be accompanied by inhibition of

translation from the mRNA. RNA-binding proteins

(RBP) (over 1000 have been discovered in humans) are

divided into two large groups: (1) RBP essential for trans-

lation from all mRNAs and (2) specific RBP regulating

translation of certain mRNAs. RBPs interacting with the

same sequences can act as antagonists inhibiting or acti-

vating translation; CUGBP1 and calreticulin regulating

the expression of p21 involved in cell cycle regulation

provide an example [57].

The upstream open reading frames (uORFs), which

are short ORFs located before the main reading frame

carrying their own initiation codon but lacking a transla-

tion termination codon, also belong to the major regula-

tory elements of 5′-UTR. Up to 50% of RNAs of human

and mouse transcriptomes contain uORFs, which are

rather heterogeneous in terms of their size and position
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[58]. Functional activity of a uORF is determined by the

distance from the cap group, its primary structure, the

context in which it is located, its size, efficiency of the

translation initiation site, and the number of AUG

codons it carries. The uORFs modulate scanning of the

mRNA 5′-terminus with ribosomes, in which uAUG

codons act as traps. Besides, ribosomes are held back at

the end of uORF upon termination of translation result-

ing in interactions between the attenuating peptides and

the ribosomes [59]. Many human pathologies are associ-

ated with mutations affecting uORF, including the predis-

position to melanoma and breast cancer, inherited

thrombocytemia, Alzheimer’s disease, and hypotrichose

(see reviews [58, 60] for references).

3¢-Terminal regulatory elements of genes. The 3′-ter-

minal noncoding elements of genes comprising the 3′-

terminal untranslated regions (3′-UTR) of mRNA per-

form important regulatory functions at the posttranscrip-

tional and translational levels of eukaryotic gene expres-

sion [61]. With their start being at the translation termi-

nation codon, these sequences are involved in mRNA

processing, they control mRNA stability and localization

of the transcripts in cells, and they influence the rate of

translation. Analysis of the 3′-UTR of human genes

revealed considerable size heterogeneity among them.

Their average length is 1.3 kb or ~36% of the length of a

mature mRNA (without the poly(A) tract), although it

can exceed 5 kb (with the highest registered length of

8.5 kb) [55, 62]. This is almost twice the average size of

3′-UTR in other mammals, which is probably due to the

presence of a larger number of regulatory sequences in

human 3′-UTR and finer regulation of translation in

humans.

When pre-mRNA synthesis is complete, its

polyadenylation signals (poly(A) sites) with the consensus

AAUAAA sequence direct the assembly of a ribonucleo-

protein complex consisting of ~85 proteins, which short-

ens pre-mRNA at its 3′-terminus and ensures binding of

a poly(A) sequence ~250-nt-long. Approximately 1/3 of

mRNA molecules contain two or more poly(A) sites that

can be used in the course of pre-mRNA processing as

alternatives. The poly(A) sequence is a signal for binding

of mRNA with regulatory poly(A)-binding proteins

(PABP), which is necessary for mRNA export from the

nucleus, regulation of its stability, and transcription sur-

veillance, as well as positive and negative regulation of

translation by ribosomes, including translation control by

miRNA (reviewed in [63]). During initiation of the trans-

lation, the 5′-terminal cap group and 3′-UTR act syner-

gistically, which is made possible by their interaction

upon mRNA circularization. In the case of mRNA of the

human p53 gene, there is a sequence in its 3′-UTR com-

plementary to the 5′-UTR of the same mRNA that inter-

acts with the RPL26 translation factor, which stimulates

translation of the mRNA in response to DNA damage in

a cell [64].

The 3′-UTRs are among the major targets of regula-

tory miRNAs and not only inhibit, but also stimulate

translation of relevant mRNAs by facilitating their circu-

larization (see relevant section below).

The necessity for 5′- and 3′-terminal interactions in

mRNA, as well as the interactions with miRNA in the

course of translation of mRNA, sets the requirements for

the length and secondary structure of 3′-UTRs. In gener-

al, longer 3′-UTRs associate with lower level of transla-

tion of their mRNA, which is particularly due to the pres-

ence of a larger number of miRNA-binding sites in them.

For example, some mRNA isoforms, such as transcripts

of the Hip2 gene, use alternative 3′-UTRs of varying

length that differ in the number of miRNA-binding sites

[65].

The AU-rich element (ARE) located in 3′-UTRs

containing a single or several (up to five) AUUUA

sequences controls mRNA stability [66]. The UUAUU-

UAUU nonamer or its UUAUUUAWW analog are the

minimal sequences leading to destabilization of mRNA,

while the WWWUAUUUAUWWW 13-nucleotide

sequence is considered a minimal ARE in humans.

Increase in the number of copies of the pentamer motif in

The ARE decreases mRNA stability. Multifunctional

proteins interacting with ARE accelerate poly(A)

sequence shortening to 30-60 nt, which is critical for

mRNA stability; then, the process enters the second

phase, when rapid degradation of the central part of the

mRNA molecule occurs. Functionality of ARE-binding

proteins, in turn, is regulated via posttranslational modi-

fications (phosphorylation) or results from directed intra-

cellular localization. The miRNA also regulates ARE.

In addition to the above-mentioned motifs, CU-rich

element (CURE) and differentiation control element

(DICE), similar in their modes of action, are present in

3′-UTRs of a number of genes. They interact with het-

erogeneous nuclear (hn) RNP, which is accompanied by

inhibition of translation initiation due to specific suppres-

sion of 80S ribosome assembly. Phosphorylation of

hnRNP in signal transduction activates translation.

GU-rich elements (GRE) of 3′-UTR consisting of

2-5 overlapping GUUUG pentamers are present in 5% of

human mRNAs [67]. When protein-bound, GRE partic-

ipates in deadenylation, degradation, and splicing of

mRNA.

CA-rich elements (CARE) are among the most

abundant dinucleotide repeats in the human genome in

both coding and noncoding sequences. They produce a

stabilizing effect on mRNA upon interaction with an

hnRNP L, a global pre-mRNA processing regulator.

Iron responsive elements (IRE) controlling iron

metabolism were found in 5′- and 3′-UTRs of 10 human

genes, in particular, the genes of light and heavy ferritin

polypeptides (FTL and AEP1, respectively) and transfer-

rin receptor 1. Stem-loop secondary structure is typical

for 26-30-nt-long IRE sequences; the structure interacts
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with two proteins regulating iron metabolism, iron regu-

latory proteins (IRP) 1 and 2. IRP1 binds 5′-UTR and

suppresses translation, preventing the binding of minor

and major ribosome subunits. IRP2 stabilizes mRNA

through binding the 3′-UTR [68].

The 3′-UTR sequence containing the selenocysteine

insertion sequence element (SECIS) forms the stem-loop

structure recognized by proteins that ensure decoding of

the UGA stop codon as a codon for the essential amino

acid selenocysteine [69].

To conclude, it should be noted that many human 3′-

UTRs contain Alu retroelements interacting with

lncRNA that contain similar complementary sequence.

As a result, a fragment of double-stranded RNA is creat-

ed that binds the Staufen-1 (Stau1) protein, which directs

mRNA target towards the degradation route. Besides, a

site forming the intramolecular double-stranded structure

in an RNA, which interacts with Stau1, can be present in

the 3′-UTR as such [70].

Saturation of 3′-UTRs with functional elements

makes them, similarly to promoters, rather sensitive to

mutational substitutions of the nucleotides accompany-

ing the development of many pathological states of the

human organism, including immune system dysfunctions

and innate cardiovascular diseases [60, 66]. For example,

prothrombin (blood coagulation factor II) is a thrombin

precursor. The latter plays the major role in fibrinogen

transformation to fibrin upon clot formation and in other

reactions ensuring hemostasis. The G20210A mutation in

the prothrombin gene affects its 3′-UTR, which is

accompanied by a 1.5-2-fold increase in prothrombin

content in plasma. This, in turn, results in a 3-fold

increase in thrombosis risk [71].

Polymorphism of C/T in the 3′-UTR of the estrogen

receptor 1 (ESR-1) gene affects the miR-453 miRNA-

binding site. Replacement of C with T decreases the effi-

ciency of miR-453 binding with the site. As a result, the

level of ESR-1 gene expression increases, which is associ-

ated with elevated risk of breast cancer [72].

DNA methylation regions. In animal DNAs, cytosine

can be methylated at position 5 of the pyrimidine ring

with high specificity, forming 5-methylcytosine (5mC),

mainly in CpG sequences spread over the genome non-

randomly (see [73] for review). Methyl groups of 5mC are

located in the DNA major groove, which makes them

available for recognition by specific proteins possessing

methyl-CpG binding domains (MBD). This, in turn, cre-

ates the conditions for interaction between these proteins

and other protein complexes suppressing transcription via

various mechanisms, including the heterochromatization

of relevant DNA regions. Besides, the presence of 5mC

can prevent binding of transcription factors to regulatory

regions of DNA, although this is not a common mecha-

nism of gene suppression [74]. In turn, the interaction of

transcription factors with regulatory regions of DNA in a

number of cases is necessary and sufficient to maintain

CpG dinucleotides in these sequences nonmethylated,

creating low-methylated regions (LMR) in the genome

[75].

DNA methylation has other functions as well.

Repression of transposon gene transcription through

DNA methylation prevents their mobilization, which is

an important mechanism of genome stability mainte-

nance [76]. Besides, methylation of sequences inside the

active genes can apparently produce regulatory effects on

splicing and the choice of alternative promoters [77]. In

somatic tissues, up to 80% of CpG dinucleotides is

methylated. Mapping of DNA methylation regions in the

genome by high-throughput methods demonstrated that,

in accordance with the above-mentioned functions, satel-

lite and other repeating sequences, including transposons

and their remnants, unique intergenic sequences, and

other noncoding sequences, as well as gene exons, are

methylated in somatic cells. The level and patterns of

methylation in these sequences in compliance with CpG

dinucleotide localization in them can differ considerably

between individuals of the same biological species, repre-

senting genomic polymorphisms and epimutations [78,

79].

Maintenance DNA methyltransferases, such as

DNA methyltransferase 1 (Dnmt1), maintain character-

istic patterns of DNA methylation (cell methylome) for

many cell generations. Inactivation of the enzyme by

gene knockout in mouse embryonic stem cells is accom-

panied by global demethylation of DNA and is lethal for

the developing embryo. Being an important part of the

cellular epigenome, the methylome is highly dynamic in

the course of the life cycle of a living organism, tissue spe-

cific, and can change upon enzymatic methylation and de

novo demethylation of DNA [73, 80].

The so-called CpG islands (CGI), 0.2-2 kb CG-rich

sequences located close to promoters and 5′-terminal

sequences of genes, as well as in the intergenic regions of

the genome, are an exclusion from the globally methylat-

ed sequences of the genome (see [81] for review).

Presumably, functionally important are the sequences

located at a distance of up to 2 kb (the so-called shores)

and 2-4 kb (shelves) from the CGI that are differentially

methylated in cells of different tissues [82, 83].

Approximately 60% of mammalian genes have CGI pro-

moters, and their CGI remain nonmethylated in most

somatic tissues, in germ line cells, and during early

embryogenesis. Maintenance of the nonmethylated state

of CGI supposedly involves a CpG-binding protein CFP1

(CxxC finger protein 1) and a histone demethylase

KDM2A, both possessing the characteristic zinc-finger

CXXC domains. These proteins bind specifically CpG

dinucleotides, change the pattern of histone methylation

in a given genome region, and activate relevant promoters

[84]. Trimethylated histones H3K4me3 are dominant in

nucleosomes associated with CGI, with H3K36me2 his-

tones being demethylated, which is typical for actively
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transcribed genes. In mammalian genomes, 20,000 CGI

were found, making ~5% of the genomic CpG dinu-

cleotides or ~1% of the total genome [85].

In contrast to CGI of active genes, global methyla-

tion of CGI accompanies inactivation of one of the X

chromosomes necessary for dose compensation of sex

chromosome gene expression in female mammals [86].

Comparison of DNA from cells with a single active X

chromosome (Xa) (45,X karyotype – Turner’s syndrome)

and normal cells with a single active (Xa) and a single

inactivated X chromosome (Xi) revealed that only 7%

CGI demonstrated decreased methylation in Xi while

methylation of the rest of CGI was much higher than in

control Xa from Turner’s syndrome cells. Both intergenic

and intragenic CGI demonstrated high level of methyla-

tion that was maximal in promoters of inactivated genes.

In addition to methylation, noncoding RNA (ncRNA)

play an important role in X chromosome inactivation.

One of the bright examples of functional importance

of methylation is parental imprinting, a phenomenon of

inheriting part of the parental genes in inactivated state

[87]. Realization of this mechanism is necessary for cor-

rect embryonic and neonatal development in mammals.

Today, about 150 imprinted genes located in clusters on

17 chromosomes have been discovered in mice.

Expression of each of the cluster (either entire cluster or

its part) is regulated by special sequences termed imprint-

ing control regions (ICR), as well as lncRNA, genes of

which are located close to ICRs and are expressed only on

homologous chromosomes not subjected to imprinting.

Accordingly, in most cases, ICRs regulate lncRNA

expression positively. In general, according to modern

perceptions, ICRs function as insulators in imprinting by

preventing interaction between enhancers and promoters

of imprinted genes of a cluster, while lncRNA provides

the heterochromatization of genes not being expressed in

the course of imprinting. (For more details on insulators

and lncRNA, see sections below.)

ICRs are divided into two classes – germ line ICRs

(gICRs) and somatic ICRs (sICRs) [87a]. Allele-specific

methylation of the former occurs during gametogenesis

and is maintained in the course of embryonic develop-

ment. On the contrary, methylation status of sICR is

established in ontogenesis and often is tissues-specific. In

the mouse genome, 55 ICRs varying between 1 and 5 kb

in length have been identified [87].

Methylation of DNA in CGIs of promoters of types

II and III (see above) is accompanied by suppression of

transcription of adjacent genes. At the same time, CpG

methylation in type I promoters does not affect consider-

ably the synthesis of relevant RNAs.

DNA methylation in mammals does not always lead

to suppression of transcription. Recent studies demon-

strated that specific methylation of DNA in intergenic

regions of the genome, as well as in introns, can be

accompanied by activation of genes. For example, hyper-

methylation of the first intron of the EGR2 gene produces

a stimulating effect on its expression, while hypomethyla-

tion of the indicated sequence associates with suppression

of the transcription. The mechanism of the effect has not

been studied yet [88]. The inactive state of the BCL6

oncogene is maintained by the CTCF transcription fac-

tor, which blocks the enhancer from interacting with CGI

of intron 1 when the latter is nonmethylated. Methylation

of the sequence in tumors results in activation of the

oncogene transcription due to the blocking of CTCF

binding [88].

Noncoding sequences of the genome subjected to

specific methylation perform important regulatory func-

tions. At the cellular level, methylation ensures the cell

differentiation program operates correctly and maintains

the genome stability through suppression of MGE activi-

ty. At the molecular level, 5mC functions depend on

many parameters, the main of which is the genomic con-

text in which the methylated sequences reside, in partic-

ular, in promoters, introns, exons, or intergenic regions of

the genome. These regions of the genome are labeled by

specific sequences, particularly, with CGIs in the vicinity

of genes and ICEs controlling imprinting, which alto-

gether make up a considerable fraction of noncoding

sequences of the mammalian genome. Indeed, although

the size of the human epigenome has not been estimated

reliably yet, it is enormous. A diploid set contains >108

potentially methylated C residues, 107 of which comprise

the CpG dinucleotides; a considerable part of methylated

C is localize in noncoding regions of the genome.

Besides, there are >108 potentially modified terminal

amino acid sequences of histones [89].

Epigenetic modifications of DNA and histones are

inherited in a number of cell generations and can be

destroyed upon epimutations, which is accompanied by

progression of pathologic conditions. At the same time,

the diseases are often accompanied by changes in the

epigenome; thus, it is often difficult to distinguish which

are the cause and the effect. Variations in methylation of

CpG sites termed methylation variable positions (MVP)

are epigenetic analogs of SNP. Changes in methylation

status of several CpG dinucleotides in a row are called

differentially methylated regions (DMR). Such changes

are particularly typical for oncological diseases, when

aberrant methylation of CGIs, loss of imprinting, and

epigenetic rearrangement of repeats, especially in satellite

DNA, are often observed [89a]. Technologies allowing for

genome-wide search for correlation between changes in

the epigenome and human diseases (epigenome-wide

association studies, EWAS) have been developed [89].

Application of this group of methods promises a deeper

knowledge on the effect of MVPs and DMRs on human

health in the nearest future and already promotes genera-

tion of new data [90].

Introns. Introns are transcribed intragenic sequences

that, as a rule, are not included in mature mRNAs and are
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removed from their precursors during splicing [91]. Since

most introns carry no information about amino acid

sequences, they can be referred to the noncoding part of

eukaryotic genome. On average, each human gene con-

tains 8-9 introns; human genes are among the most

intron-rich genes if compared to other biological species.

In particular, the gene of titin (connectin), a gigantic

muscular protein built from 244 protein domains, con-

tains 362 introns [92]; the length of the longest human

introns reaches 1 Mb. Only ~300 annotated human genes

are intron-free; half of them are related to signal trans-

duction pathways and one fifth encodes histones [93].

The total fraction of introns in the human genome is

~24% [94, 95].

To answer comprehensively the question on func-

tional significance of introns, one should elucidate the

reasons for their evolutionary genesis and widespread

occurrence among eukaryotic organisms. Twenty year-

long debates between the supporters of the early and late

origin of introns can end with reconciliation of the parties

[96]. Although the self-excision introns (introns that are

removed upon self-splicing) might have originated early

in the developing world of ancient RNAs, modern introns

probably appeared late in the process of eukaryogenesis,

and their global functional significance for eukaryotes is

yet to be understood [97].

One of the popular explanations for the evolutionary

securing of introns in the genome is the hypothesis of

facilitation of recombinant exchange between individual

exons, combination of which into new sequences could

speed up the emergence of the new genes [98]. In partic-

ular, this hypothesis is supported by the phenomenon of

alternative splicing widely spread in eukaryotes, which

results in joining of exons and their parts in various com-

binations at the level of processed RNA and further for-

mation of isoforms of the polypeptide product with dif-

ferent activities [99]. The emergence of these mecha-

nisms considerably increases the information capacity of

the eukaryotic genome: in humans, 95% of multi-exon

genes support alternative splicing with formation of 10-11

isoforms of mRNA/gene on average [100]. One or two

mRNA isoforms dominate in a certain cell line; there-

fore, their expression is tissue-specific. Overall, 20,687

human genes direct the formation of ~100,000 proteins,

which evidences the 5-fold increase in information

capacity of the genome due to alternative splicing [101].

Besides, alternative splicing can be involved in negative

regulation of gene expression through formation of non-

functional or rapidly degrading RNAs [102], as well as

provide for intracellular localization of the transcripts

through introduction of sequences necessary for correct

transport of mature mRNAs [103]. The advantages that

alternative splicing affords in eukaryotes do not explain

the high size heterogeneity of introns. Besides, many

alternative transcripts remain functionally uncharacter-

ized, and the question on the level of information noise

resulting from aberrant alternative splicing remains open

[104, 105].

Trans-splicing can be defined as a type of alternative

splicing that results in joining of exons of pre-mRNAs of

two different genes into a single chimeric molecule [106].

In humans, chimeric mRNAs and proteins combining

sequences of adjacent genes occur most often. This results

from RNA polymerase skipping the transcription termi-

nator without transcription termination, which leads to

formation of a long chimeric transcript. Further inter-

genic splicing forms chimeric mRNAs combining exons

of different genes, and their translation is accompanied by

synthesis of chimeric proteins [107]. In humans, hun-

dreds of incidents of intergenic splicing have been found

in different tissues, and the process of formation of

chimeric RNAs is a regulated and tissue-specific one. It

results in formation of new bifunctional proteins and new

RNAs, translation of which is regulated the same way one

of the genes is regulated depending on the sequence of 5′-

or 3′-UTR included in the transcript, as well as in the

suppression of an upstream gene via the nonsense medi-

ated decay (NMD) mechanism in case the sequence

fusion results in formation of a nonsense codon in the

new reading frame.

Trans-splicing between RNAs of remote genes

occurs not that often in humans. Many apparent chimeric

RNA molecules are artifacts that arise in the course of

genome rearrangements or template switching by reverse

transcription [108]. Nevertheless, the presence of

chimeric RNAs generated by trans-splicing in human

cells has been proved. In particular, in normal human

mammary gland cells chimeric transcripts of genes locat-

ed on different chromosomes have been detected [109].

Interchromosomal trans-splicing has been registered

between an exogenous bacterial RNA and endogenous

human RNA [110]. In the transcriptome of human

pluripotent embryonic stem cells (both natural and

induced), several lincRNAs originating from trans-splic-

ing characterized by high intercellular content have been

detected [111]. Suppression of expression of these RNAs

with short RNAs (shRNAs) was accompanied by loss of

the ability to support pluripotency by the cells. In gener-

al, the existence of the mechanism of intergenic splicing

considerably widens the coding potential of the mam-

malian genome and increases the diversity of its proteome

[112-114].

Another well-known phenomenon indicating the

global functional significance of introns is the intron-

mediated enhancement (IME) of transcription. The pres-

ence of introns in genes stimulated their expression in

representatives of remote taxonomic groups, including

animals and plants, which indicates the fundamental

importance of the phenomenon [91]. In the absence of

introns, many genes with intact promoters are not being

expressed at all in vivo. As a rule, introns located in 5′- or

3′-UTRs, which differ considerably by their ability to
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stimulate transcription, influence expression the most.

The ability of introns to provide efficient recombination

of allelic protein encoding genes during meiosis is consid-

ered a factor accelerating protein evolution [115].

Prolonged sequences of introns increase the probability of

recombination between mutant allelic exons and create

proteins with new combinations of mutations, the func-

tionality of which is further tested by the organism.

Introns are the site of localization of many regulato-

ry elements of DNA. In addition to common sequences

necessary for splicing progression (5′- and 3′-terminal

splicing sites, branching site, polypyrimidine tract, intron

enhancers, and splicing silencers [116]), introns can con-

tain sequences regulating transcription (alternative pro-

moters and transcription terminators; transcription

enhancers and silencers), as well as miRNA and lncRNA

genes. The rate of splicing as such can be a determining

factor in regulation of gene expression. In particular, the

rare U12-type introns, splicing of which involves spliceo-

somes containing the U12 snRNA, are removed from

human pre-mRNA slower than the common U2 class

introns, which is accompanied by a considerable suppres-

sion of biosynthesis of relevant proteins [117]. In many

cases, regulatory functions of introns spread over a certain

class of genes and even individual genes.

As follows from the above-mentioned facts, introns

perform multiple important functions in regulation of

gene expression. It is not surprising therefore, that muta-

tions in introns are often accompanied by severe patho-

logic consequences. This is an additional indication of the

important functional role of these noncoding sequences.

Mutational substitutions of nucleotides impairing splic-

ing through changing of donor or acceptor splicing sites

occur particularly often [118]. Mutations in polypyrimi-

dine tract and branching points are rare. In general,

intron mutations constitute ~10% to the total of human

pathogenic mutations known by now and are accompa-

nied by various rearrangements of mature mRNAs.

Transcription enhancers. Enhancers are sequences

regulating transcription located both closely to or at a

considerable distance (up to several Mb) from promoters

of genes they regulate. In some cases, they provide inter-

chromosomal transfer of signals in trans (for example, see

[119]). In terms of their size, typical enhancers (sequence

length is <1 kb), as a rule located close to housekeeping

genes, and superenhancers (3-50 kb) primarily located

close to the key genes controlling ontogenesis (see [120]

for review) are distinguished.

The major proteins that interact functionally with

enhancers are transcription factors, which can be both

activators and repressors [121]. In particular, the global

transcription coactivator protein acetyl transferase p300,

subunits of the Mediator complex, DNA-binding protein

7 of the chromodomain helicase, cohesin, CTCF, and

RNA polymerase II are often associated with active

enhancers in vivo [122]. Besides, histone H3 contacting

the enhancers exhibits typical modifications: mono-

and/or dimethylation of Lys at position 4 (H3K4me1 and

H3K4me2), as well as acetylation of Lys27 (H3K27ac),

while trimethylation of H3K4me3 typical for promoters is

at insignificant levels [5, 123-125]. In addition, sequences

of active enhancers exhibit hypersensitivity to DNase I

(HS), which is typical of open chromatin state. Such

molecular markers of enhancers create the prerequisites

for their identification in a functioning genome. Patterns

of histone modifications in enhancer chromatin of cells in

different tissues correlate strictly with tissue-specific gene

expression [126]. Evaluation with chromatin immuno-

precipitation by anti-p300 protein antibodies and NGS

technology showed that the total number of enhancers in

the human genome reaches 106, and their sequences can

make up to 3% of all nucleotides in the genome [126,

127]. As indicated by the data obtained by the ENCODE

consortium, in the human genome enhancers occur each

3-30 kb [5]. Therefore, the number of enhancers in the

human genome exceeds considerably the number of pro-

moters; approximately half of enhancers are located

inside genes [123].

Enhancers are characterized by modular structure:

they contain several (sometimes over 10) short, 6-12-bp-

long, transcription factor binding sites (motifs) organized

in clusters [128]. Enhancers produce the major contribu-

tion to the provision of tissue-specific gene transcription

and development of multicellular organisms by mediating

the interaction between trans-acting protein transcription

factors and regulatory sequences in promoters. The inter-

action of transcription factors with enhancers is under

strict control and as such, without auxiliary proteins, can

proceed without apparent functional consequences [129].

The modular composition of enhancers provides for

functional joining of transcription factors in various com-

binations, which widens considerably the regulatory pos-

sibilities of enhancers. The same promoter can be under

the effect of various regulatory elements of enhancer in

different tissues and at different times.

Some enhancers are present in the genome in two or

more distal copies that possess the same or considerably

overlapping activities with respect to the gene they regu-

late. As a rule, the primary enhancer is located close to the

target gene and other enhancers are distant from the gene,

but often close to other genes. Such remote enhancers that

cannot be distinguished from the primary enhancer by

their properties are termed shadow enhancers [130]. First

discovered in drosophila [131], shadow enhancers func-

tion in the human genome as well, locating, for example,

in the introns of the GLI3 transcription factor gene [132]

or upstream from the renin gene [132a]. The apparent

functional redundancy of such enhancers increases the

stability of the system to mutational changes and, in a

number of cases, to extreme environmental factors and

provides for accurate fulfillment of the organism’s early

development program as well [130].
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The stimulating effect of enhancers on transcription

performed by RNA polymerase II does not depend upon

their orientation in DNA molecules or their position rel-

ative to the promoter [133]. They are equally efficient in

performing their functions being located both up- or

downstream from a gene, inside it, or at a considerable

distance (up to several hundred kb) from it, which is one

of the criteria used to experimentally detect enhancers.

Independence from the positioning in a DNA molecule is

true for entire enhancers, but not their individual mod-

ules.

According to the modern perception, the answer to

the question on molecular mechanisms underlying the

regulatory signal transduction from enhancers to promot-

ers at large distances is the looping out of DNA regions

located between the enhancers and the promoters of

genes and direct interaction of both regulatory elements

[134]. The model is convincingly supported by multiple

experiments using high-throughput techniques of analysis

of chromatin conformation in the interphase nucleus

based on the chromosome conformation capture (3C)

technique. According to the 3C technique, interactions

between chromosome regions are determined by intro-

duction of cross-links into the interacting chromatin fol-

lowed by DNA restriction, ligation of fragments brought

together, and sequencing of the ligation products [135].

Transcription factors and their complexes are the major

participants in the interaction between enhancers and

promoters. These nucleoprotein complexes termed

enhanceosomes also contain cohesin, which is involved

besides in holding sister chromatids of chromosomes

together during mitosis and meiosis (see [125] for review).

The main coactivator of transcription, that is, the

CBP protein, also interacts with enhancers and recruits

RNA polymerase II, transcribing most of the protein-

encoding genes in eukaryotes to enhancers [136]. In

accordance, many enhancers were found recently to per-

form functions of promoters from which RNA poly-

merase II synthesizes lncRNAs termed eRNAs [137-

140]. Synthesis of eRNA can proceed in a single direction

(1D-eRNA) or in two directions (2D-eRNA), and the

transcripts are capped at their 5′-ends. Unidirectional

transcripts are polyadenylated, which is not typical for

most bidirectional transcripts, the main representatives of

eRNA [126]. It gradually becomes clear that eRNAs play

an important role in the initiation of formation and stabi-

lization of promoter-enhancer loops (see [138, 140] for

reviews). This is supported by the data on impairment of

enhancer functioning resulting from directed destruction

of eRNA by artificial siRNAs or antisense oligonu-

cleotides [141, 142]. Since enhancer transcription, in

turn is regulated by various signals, this creates a new level

of global transcription regulation in eukaryotes.

The most prominent role of enhancers in the organ-

ism’s development program executed by embryonic stem

cells is fulfilled through their preparation for activation

via interaction with transcription factor proteins that

maintain the enhancers in the open state ready for bind-

ing of other factors (competent state). The appearance of

new transcription factors in cells leads to replacement of

the old ones, activation of transcription of relevant genes,

and progression of cell differentiation in the desired

direction [143]. In addition to transcription factors, pro-

teins typically comprising complexes that suppress tran-

scription can be detected on some enhancers; here, these

proteins adopt the unusual role of activators. The recent

discovery of the Janus-faced repressors-activators of tran-

scription is an important achievement of modern studies

of transcription in eukaryotes (see [144] for review).

A remarkable property of some enhancers is their

high evolutionary and functional conservation. For

example, almost half of the 167 studied ultraconserved

human enhancer sequences supported tissue-specific

expression of a reporter gene in embryogenesis of trans-

genic mice and fish [145, 146].

The exceptional importance of enhancers in mainte-

nance of tissue-specific gene expression patterns at vari-

ous stages of individual development implies severe func-

tional consequences of mutational changes in enhancers.

Indeed, numerous mutations leading to the development

of oncological diseases, deafness, systemic lupus erythe-

matosus, multiple sclerosis, Crohn’s disease, and other

pathological conditions in humans have been described

[147].

Locus control regions. Many gene clusters differen-

tially expressed during development of an organisms and

in different tissues are coordinately regulated by locus

control regions (LCR) (reviewed in [148, 149]). This type

of cis-acting positive regulatory elements are similar to

enhancers in their effects, but in contrast to enhancers

provide for stable transcription of the controlled trans-

genes independently of the position of their integration

site; the level of transcription controlled by LCR also

depends on the number of the transgene copies in the

genome. Expression of transgenes stably integrated in the

genome is known to be dependent on the site of integra-

tion in the chromosome (the so-called position effect vari-

egation); their transcription is suppressed upon incorpo-

ration into heterochromatized regions of chromosomes

[150]. LCR located close to a promoter provide for func-

tionality of the regulated gene independently of its posi-

tion in the chromosome. This indicates that there should

be insulators (see below) among LCR functional mod-

ules, which has been proven experimentally [151].

LCRs are viewed as complex enhancers composed of

several enhancer modules. The distance from LCRs to the

promoters they regulate can be of several dozens of kb.

Therefore, it is typical of LCRs to possess several (up to

10) HS sites marking individual enhancers. Similar to

common enhancers, these sequences are marked with

acetylated forms of histone H3 typical for the open chro-

matin state. Besides, in the active state LCRs and genes
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they regulate are brought together and interact directly

with each other, which is accompanied by looping out of

DNA separating these sequences. Moreover, interchro-

mosomal interactions between promoters and LCRs have

been revealed; for example, in murine T-helpers, pro-

moter of the interferon-γ gene in the TH1 locus located in

chromosome 10 interacts with the LCR of the TH2 locus

located in chromosome 11 [152]. Intergenic transcription

initiated in LCRs and accompanied by generation of

lncRNA imparts LCRs with even greater functional sim-

ilarity to common enhancers [153]. Emergence of these

noncoding transcripts correlates with structural changes

in chromatin, DNA demethylation, and acetylation of

histones and can play an important role in regulation of

these processes. You will find more details on lncRNA in

the review below.

In addition to the direct involvement in gene activa-

tion, enhancers (including LCRs) play an important role

in maintenance of spatial organization of chromatin in

interphase nuclei. For example, actively transcribed genes

often move beyond their chromosome territories within

chromatin loops; particularly, this process is influenced

by the LCR of the β-globin locus [154]. When cells of the

erythroid lineage differentiate, the β-globin locus

migrates from the nucleus periphery to its center and

associates with transcription factories or other self-

assembling substructures, such as speckles involved in

splicing, which is accompanied by activation of gene

expression, and the process requires the LCR [155, 156].

The Eµ enhancer is necessary for migration of the IgH

locus from the nucleus periphery to its center [157]. In

our opinion, the necessity for correct localization of

genetic loci being expressed within the interphase nuclei

indicates another common function of intergenic non-

coding sequences in the eukaryotic genome: they provide

for the required mobility of the loci inside the nucleus,

preserving the system of connected loci as a whole.

Chromatin insulators. Regulatory sequences termed

insulators play the key role in maintenance of intranu-

clear spatial organization of the eukaryotic genome and

formation of topologically associated domains (TADs),

the length of which lies within 1 Mb. TADs are universal

structural elements of spatial organization of human and

animal genomes in the interphase nuclei, and their loca-

tion in the genome is highly conserved [158]. Besides,

multiple intragenomic contacts emerging under the effect

of insulators are accompanied by spatial rapprochement

of promoters and enhancers, which is necessary for their

functioning. Insulators prevent the nonspecific cross

effects of enhancers and silencers on promoters by isolat-

ing functional domains of chromatin from each other

(reviewed in [159, 160]). Two main mechanisms are

employed in the effect of insulators: (1) blocking of

enhancer effects and (2) creation of a barrier on the way

of heterochromatin spreading over the adjacent euchro-

matin regions of chromosomes. In genetic engineering

experiments, the first mechanism is manifested through

inactivation of a transgene by an insulator placed between

the enhancer and the promoter, and the second, in pro-

tection of the transgene flanked by insulators from posi-

tion effect variegation. Besides, the ability of insulators to

govern specific rapprochement of enhancers and promot-

ers accompanied by activation of relevant genes, as well as

involvement of insulators in demarcation of borders

between chromatin regions that are in different epigenet-

ic states, has been demonstrated recently. In vertebrates,

the range of influence of insulators is not limited to tran-

scription. For example, recently, their involvement in reg-

ulation of V(D)J recombination in immunoglobulin loci

has been demonstrated [160].

In chromatin, insulators are often marked by specif-

ic proteins: CTCF transcription factor, which is a highly

conserved protein with 11 zinc finger-like domains,

and/or the TFIIIC transcription factor of RNA poly-

merase III, which is a multisubunit protein interacting

with the B box of the promoter of tRNA genes (reviewed

in [161]). Both proteins contact the cohesin complex,

which, when bound to DNA, stabilizes the interaction of

remote chromatin regions with each other upon forma-

tion of bases of chromatin domain loops. Therefore,

sequences of insulators in animals may contain the CTCF

binding site, which is a degenerate sequence 50-bp-long,

or a tRNA gene.

Using the ChIP technique followed by NGS, up to

30,000 CTCF binding sites, and therefore, potential insu-

lators, were found in human genome; 43% of them were

localized in intergenic regions, 7% in 5′-UTR, 3% in

exons, 29% in introns of genes, 2% in 3′-UTRs, and 16%

in proximity of TSSs [162]. Using the same approach,

several thousands of short sequences that interacted with

TFIIIC were found in the human genome in addition to

promoters of tRNA genes [163]. These additional

sequences named extra TFIIIC (ETC) possessed the abil-

ity to bind TFIIIC independently of RNA polymerase III

promoter containing sequences of A and B boxes. In con-

trast to these promoters, ETC sites contained either B box

or the conserved GC-rich 16-nucleotide motif.

S/MAR sequences. Along with the insulators, DNA

sequences that provide for loop base attachment to

nuclear matrix (scaffold/matrix attachment regions,

S/MARs) are another element playing an important role

in spatial organization of functional domains of chromo-

somes in interphase nuclei. These AT-rich (>70%) DNA

fragments remain associated with nuclear matrix after

nucleus extraction by detergent or high ionic strength

buffers [164] and are present in both genes and intergenic

regions, close to insulators, enhancers, cis-acting regula-

tory elements, and replication origins. Besides, an

S/MAR often marks the borders between the condensed

and decondensed chromatin [165]. In the process of cell

differentiation, S/MAR-mediated intranuclear rearran-

gement of chromatin loops that contact with the nuclear
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matrix occurs and is associated with changes in gene

expression profiles [166, 167]. Studies of S/MAR did not

reveal any consensus sequences in them, which, suppos-

edly, can be explained by recognition of the features of

spatial but not primary DNA structure by the matrix pro-

teins interacting with the S/MARs. Recently, using

hybridization on biochips, 453 S/MARs with average

length of ~5 kb were mapped in a 30-Mb DNA sequence

of HeLa cells representing 1% of the human genome

[168]. Most S/MARs localized close to the terminal

sequences of genes being expressed and were associated

with RNA polymerase II and the transcription factor

binding sites. At the same time, approximately 40% of

S/MARs were located in intergenic regions or in proxim-

ity of inactive genes and could represent the classical bor-

der sequences or be involved in the total spatial organiza-

tion of the genome. The distance between the neighbor-

ing S/MARs in HeLa cells is 80-90 kb [169] and can vary

in different parts of the genome [168].

Noncoding RNAs

Modern analysis of the mammalian transcriptome by

high-throughput methods using NGS demonstrated that

a considerable part of the genome is represented by non-

coding (nc) RNAs. All RNAs not encoding proteins

belong to this group, which includes both well-studied

rRNAs, tRNAs, small nuclear (sn) and small nucleolus

(sno) RNAs, and the recently discovered short and long

ncRNAs, the function of most of which is not known yet.

This latter group of ncRNAs will be discussed in the cur-

rent section of the review.

Short noncoding RNAs. Short noncoding RNAs dis-

covered in mammals are usually divided into three class-

es: microRNA (miRNA), short interfering RNA

(siRNA), and RNA interacting with PIWI (piRNA) (see

[170, 171] for reviews). RNAs of all three classes are sin-

gle-stranded oligoribonucleotides ~22 nt long that realize

their regulatory effect through formation of specific com-

plexes with mRNA targets based on complementarity dif-

fering by their biogenesis.

In humans, >3000 miRNA are known today; they

are coded by genes spread over the genome and are tran-

scribed by RNA polymerase II (less often, by RNA poly-

merase III) with the formation of miRNA precursors

(pri-miRNA) having one or several stem-loop structural

elements with the stem carrying the miRNA sequence.

The miRNA genes can be located in both the intergenic

regions of the genomic DNA, often (50% of all genes) in

clusters, and in introns (40%) and noncoding exons

(10%) of protein or RNA coding genes [172]. Intergenic

miRNAs are transcribed from promoters of their own

genes, while intron miRNAs are most often transcribed

from promoters of genes where they are located and in

~1/3 of cases, from their own promoters [173]. An inter-

esting kind of intron miRNA is the mirtrons – the first

stages of biogenesis of such miRNAs result from splicing

[174]. Besides, miRNAs can be encompassed within

longer noncoding RNAs, e.g. snoRNAs [175]. Transcrip-

tion from self promoters provides for additional possibili-

ties for regulation of miRNA expression using the classi-

cal mechanisms. Pri-miRNA synthesized by RNA poly-

merase II are capped and polyadenylated.

Processing of pri-miRNAs is continued in the nucle-

us using the protein complex named the Microprocessor,

the main components of which are the Drosha (possess-

ing RNase III activity) and DGCR8 proteins and helicas-

es p68 and p72. Their activity results in formation of pre-

miRNA retaining the stem-loop structure, which is

exported from the nucleus into the cytoplasm through the

nuclear pore complex. In the cytoplasm, the stem is

cleaved by an RNase III called Dicer with the formation

of miRNA duplex, one strand of which is represented by

the miRNA, and the other by an inactive miRNA* (pas-

senger strand). Processing of pre-miRNA can proceed

with deviations leading to formation of many isoforms of

miRNA (isomirs) differing by size and primary structure

and consequently functional activity [176].

In the process of formation of RNA-induced silenc-

ing complex (miRISC), miRNA duplex is enrolled into

the AGO protein complex, which recognizes the 5′-

monophosphate of the miRNA strand with the preference

for A and U as a 5′-terminal nucleotide. The miRISC for-

mation is completed with the replacement of the passen-

ger strand and its degradation [177]. Supposedly, the

strand of miRNA duplex, the 5′-end of which is less sta-

bly bound with the complementary strand than the 3′-

end, is chosen as the miRNA (the so-called asymmetry

rule). Realization of such mechanism of miRNA strand

choice should be very sensitive to changes in its primary

structure resulting from introduction of alternative

nucleotides in SNPs or under the effect of mutations.

Mature miRISC interacts with mRNA target, which

the encompassed miRNA is complementary to (at least

partially). In approximately half of the studied complex-

es, one prerequisite for such an interaction is the presence

of a seed fragment 2-7 nt long in the 5′-terminal part of

miRNA completely complementary to mRNA [178].

However, noncanonical interactions between miRNA

and mRNA [179] in the seed region of the complex, as

well as the cooperatively interacting multiple seed regions

[180] were discovered recently; together with the estab-

lished regulatory effect of individual miRNAs on many

mRNA targets, these new findings indicate the flexibility

of recognition of mRNA targets by miRISC complex.

Regions of mRNA interaction with miRNA are often

located in 3′-UTR, but they were observed in 5′-UTR

and coding fragments as well.

The main mechanism of the regulatory effect of

miRNA is suppression of translation of mRNA through

its decapping and deadenylation followed by degradation.
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Besides, interaction of mRNA with miRISC can be

accompanied by inhibition of protein synthesis at the

level of initiation or elongation. In rare cases, stimulation

of translation under the effect of miRNA has been noted.

Recently, involvement of nuclear miRNA in positive and

negative regulation of transcription through direct inter-

action with promoters (see [181] for review) has been dis-

covered. Besides, all stages of miRNA biogenesis and

interactions with their targets are additionally regulated

(reviewed in [170, 182]). Altogether, these facts indicate

that miRNA is a key regulator of gene expression in

mammals, and their genes make up a considerable frac-

tion of the noncoding sequences of the genome.

Biogenesis of endogenous siRNAs differs from that of

miRNAs insignificantly [183]. After joining of RNA with

its antisense partner in the cytoplasm, the dsRNA

becomes a substrate for Dicer, and the siRNA is further

introduced into the RISC complex, where it implements

its effect on the mRNA target. The main source of

endogenous siRNAs in mammals is the bidirectional tran-

scripts of transposons and overlapping regions of mRNAs

and antisense RNA genes formed upon convergent or

divergent transcription or transcription of pseudogenes.

As follows from their name, when the RISC complex

is formed small piRNAs interact with PIWI proteins com-

prising the Piwi subfamily of Argonaute proteins and being

expressed primarily in germ line cells, although PIWI pro-

teins have been detected in embryonic stem cells and cells

of various somatic tissues (reviewed in [172, 184, 185]).

The length of piRNAs is 26-31 nt and the total number of

their types reaches 1,000,000. The main function of

piRNAs is the prevention of transcription of transposons

and their mobilization. In contrast to small RNAs dis-

cussed above, piRNA precursors are single-stranded, and

Dicer is not involved in their processing. Two pathways

(primary and secondary) of piRNA biogenesis have been

described. When the primary pathway is realized, piRNA

precursors 1-100-kb-long are transcribed by RNA poly-

merase II from the gene clusters. The transcripts are anti-

sense sequences with respect to RNA of transposons.

Many enzymes involved in piRNA biogenesis have not

been identified precisely. Presumably, after the synthesis of

the precursor, it is fragmented by an endonuclease and the

formed RNA fragments with 5′-terminal U interact with

PIWI proteins; then, they are shortened from the 3′-end to

the final size and methylated. The nucleoprotein complex-

es are transported to the nucleus, where they bind the

growing mRNA strands of transposons being transcribed,

attract relevant proteins, and trigger methylation or hete-

rochromatization of DNA, which leads to suppression of

MGE transcription. The secondary pathway of piRNA

biogenesis provides for their amplification from the mRNA

template of transposons via the ping-pong mechanism.

Ubiquitous participation of miRNAs in regulation

gene expression implies their important role in the devel-

opment of pathological processes. Indeed, studies of

polymorphisms and mutations in miRNAs, their targets,

enzymes, and auxiliary proteins involved in their process-

ing and regulatory effects elucidated the traces of these

pervasive small molecules in all studied pathological

processes occurring in the organism [186].

Long noncoding RNAs. Long noncoding RNAs

(lncRNA) comprise ncRNAs over 200-nt-long and repre-

sent the most numerous class of ncRNA, with the total

number of genes encoding lncRNA reaching 10,000 in

humans [187]. This recently compiled catalog contains

over 15,000 transcripts; functions of most of them are not

known. Based on the location of lncRNA sequences in

the genome with respect to coding genes, lncRNAs are

divided into long intergenic noncoding RNAs (lincRNA)

and intragenic ones (antisense, intronic, exonic, and

overlapping). Most lncRNAs are independent transcrip-

tion units synthesized by RNA polymerase II, 40% of

them having polyadenylation signal. Most lncRNAs

(98%) are subject to splicing at canonical sites (GT/AG)

and, as a rule, contain only two exons. Approximately a

quarter of lncRNAs undergo alternative splicing and exist

in several isoforms. Fifty eight percent of lncRNAs are

small molecules (200-950 nt), 40% are 950-4800-nt-

long, and 2% are represented by transcripts of even larger

size. The largest size has been registered for the product of

the single-exon gene NEAT1 (22,700 nt), which is

involved in formation of nuclear paraspeckles. A lower

level of expression and more pronounced tissue specifici-

ty of transcription is typical of lncRNA genes in compar-

ison with usual genes. Also, pronounced nuclear localiza-

tion has been reported for lncRNAs.

Known functions of lncRNAs are exceptionally

diverse and affect all stages of gene expression (reviewed

in [188, 189]). Most nuclear lncRNAs recruit chromatin-

modifying proteins to relevant genetic loci [190]. The

result may be repression or activation of genes of the locus

through DNA or histone modification accompanied by

heterochromatization of chromatin or changes in its con-

formation. Besides, as described above, nuclear lncRNA

are involved in dose compensating inactivation of the X

chromosome, imprinting establishment, and regulation

of activity of enhancers and other elements of the

genome.

In cytoplasm, lncRNAs can change the stability of

mRNA and suppress or activate its translation. These

activities of lncRNA are often implemented via comple-

mentary interaction with the target mRNA. As noted

above, antisense lncRNAs can govern siRNA formation.

Transcripts of pseudogenes act as miRNA traps that reg-

ulate expression of relevant genes. Such lncRNAs were

termed competing endogenous RNAs (ceRNAs); an

interesting kind of ceRNA is the recently discovered and

widely represented circular RNAs (circRNA) [191, 192].

Linear ceRNAs possess low stability, while circRNAs are

more stable and contain regulatory sites for miRNA bind-

ing involved in regulated inactivation of circRNA.
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Pseudogenes

A pseudogene is a copy of a gene that has lost its abil-

ity to produce a functional protein. Depending on their

origin, pseudogenes are classified as processed or

unprocessed. The latter, in turn, are divided into unitary

and duplicated pseudogenes (see [193-195] for reviews).

A separate group is formed by nuclear mitochondrial

(NUMT) pseudogenes [196].

Processed pseudogenes result from incorporation of

the products of reverse transcription of mRNA of relevant

genes in a new fragment of the genome. Then, various

damaging mutations promote loss of the coding potential

of these genes. The distinctive feature of processed

pseudogenes is the absence of introns and the presence of

poly-A tract at their 3′-ends. Often, processed pseudo-

genes contain no promoters and their expression involves

other regulatory elements. For example, pseudogenes

located in introns of other genes use the transcription

apparatus of the host gene. Approximately 10% of genes

possess processed pseudogenes. Such pseudogenes are

most typical of the housekeeping genes.

Duplicated pseudogenes are formed in the course of

tandem duplication or crossing over. Further mutations

make these copies of genes functionally inactive. Such

pseudogenes maintain the intron-exon structure. In con-

trast to processed pseudogenes, which can be located in

various parts of the genome, duplicated pseudogenes are

located at the same chromosomes as the precursor genes.

Unitary pseudogenes result from damaging mutations of a

single copy of the initial gene. Such pseudogenes have no

functionally active parent gene.

NUMT pseudogenes are fragments of mitochondr-

ial DNA (mtDNA) incorporated into various parts of the

nuclear genome. Such pseudogenes were detected in

various eukaryotic organisms, including humans (286

pseudogenes) [197]. It has been found that sequences of

all mitochondrial genes are represented in the human

nuclear genome and are evenly spread over the chromo-

somes. NUMT pseudogenes can represent individual

mitochondrial genes and fragments of mtDNA encom-

passing two or more adjacent genes. Many NUMT

pseudogenes have various mutations: substitutions,

insertions, deletions, and duplications. Mechanisms of

mtDNA penetration in the nuclear genome have not

been studied completely. Supposedly, damaged by vari-

ous endogenous and exogenous factors, mtDNA can be

removed from mitochondria and, through the cyto-

plasm, reach the nucleus, where they incorporate into

the nuclear DNA. According to many researchers,

incorporation of mtDNA fragments into the nuclear

genome can occur in the process of reparation of dou-

ble-stranded DNA breaks through nonhomologous end

joining (NHEJ). For some genes, e.g. the human PCNA

gene, more than one pseudogene has been described

[198].

For a long period, pseudogenes have been consid-

ered functionally inactive evolutionary shatters of genes.

However, studies of the last decade demonstrated the

important regulatory role of pseudogenes. Above all,

many pseudogenes are being transcribed [199]. The gen-

erated RNAs realize their regulatory functions through

several mechanisms. Recently, it has been shown that

owing to the high homology of the PTENP1 pseudogene

transcript and the parent PTEN gene, they can compete

for the regulatory miRNAs that bind sites located in 3′-

UTR of the genes [200]. The concept of functional inter-

action of genes and their transcribed pseudogenes at the

level of mRNA has been defined in general terms, and the

idea of competing endogenous mRNAs (ceRNA) was

introduced.

The mechanism described above is implemented if

transcription of a pseudogene results in a sense RNA

strand with respect to mRNA of the parent gene.

However, there are pseudogenes that are sources of anti-

sense transcripts. Such RNAs form duplexes with tran-

scripts of the precursor genes and can be cleaved by rele-

vant enzymatic systems forming endogenous short inter-

fering RNAs (siRNAs) [201, 202]. The siRNAs are

involved in regulation of expression of precursor genes via

the RNA interference mechanism (see the section on

miRNAs above). For example, siRNA emerging from

DNA duplex formed by RNA of the OCT4-pg5 pseudo-

gene and antisense lncRNA of the OCT4 gene mediates

suppression of the gene expression [203].

As noted above, processed pseudogenes can be locat-

ed in various parts of the genome: in intergenic regions,

exons, and introns of other genes. In the latter case, the

sequence of the pseudogene may become a new exon in

the host gene. Such process of a new exon emerging was

termed exonization. Transcription of the pseudogene

within the host gene can result in a chimeric mRNA. The

protein translated from such mRNA will be different from

the protein product of the host gene [195]. That is, in the

process of exonization, functions of both pseudogene and

host gene change.

The human genome contains ~18,000 pseudogenes,

and approximately 2/3 of them are processed

(http://www.pseudogene.org [204]). Most of the pseudo-

genes are associated with a limited number of families of

actively transcribed genes. For example, genes of 79

human ribosomal proteins are associated with 20% of all

human pseudogenes, and the gene encoding glyceralde-

hyde 3-phosphate dehydrogenase has 62 pseudogenes

[205]. Such a great excess in the number of pseudogenes

over their parent genes is explained by a flash of activity of

retrotransposons in the human genome. On the other

hand, taking into account the functionally active state of

many pseudogenes, one may assume that they could be

directly involved in regulation of expression of these

actively transcribed genes. In general, studies of the

recent years have raised the curtain over this vast class of
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genomic sequences that have long been considered non-

coding and revealed the diversity of regulatory effects they

produce on gene expression.

Repeated Sequences

Repeated sequences occupy most of the mammalian

genome [206]. Except for centromere and telomere

sequences, the functions of the repeats remain a mystery.

Progress in understanding of the role of repeated

sequences in functioning of the genome became apparent

only when new high-throughput methods of DNA and

RNA sequence and spatial structure analysis were devel-

oped and the first global studies of the genome and tran-

scriptome were conducted.

Mobile genetic elements. Mobile genetic elements

(MGE), or transposons, are moderately repeated DNA

sequences in the eukaryotic genome. They make up 45%

of the human genome and 40% of the murine genome.

The name derives from their ability to change position in

the genome of somatic cells and germ line cells. In addi-

tion to true MGEs, multiple fragments and copies there-

of inactivated by mutations occur in the genome. Since

complete MGEs contain genes providing for their mobil-

ity and survival in the genome, we refer these sequences to

noncoding ones arbitrarily in this review, reflecting our

poor knowledge of the major functions of transposons in

eukaryotic cells.

According to molecular mechanisms that MGEs

employ for their translocation in genomic sequences,

they are divided into two big classes, that is, retroelements

(class I) and DNA transposons (class II) [206]. For their

mobilization, retroelements utilize mechanisms based on

reverse transcription. Depending on the structural fea-

tures and replication mechanisms, retroelements are

divided into LTR-containing elements (retrotransposons

and endogenous retroviruses) and non-LTR retroele-

ments (long interspersed elements, LINE, and short

interspersed elements, SINE) [207, 208]. Translocation

of these MGEs in the genome occurs via transcription,

synthesis of cDNA using the generated RNA template

employing reverse transcriptase, and integration of the

cDNA into a new genetic locus (copy-and-paste mecha-

nism). Such transpositions result in an increasing number

of copies of the retroelements in the genome.

Retrotransposons resemble exogenous viruses in

terms of their structure and replication mechanisms. A

particular feature of their structure is the presence of long

terminal repeats (LTR) containing sequences involved in

regulation of transcription and replication. LINEs, other-

wise called long retroposons, possess the same genes as

retrotransposons, but have no LTRs. Nevertheless, they

have promoters of RNA polymerase II, which transcribes

LINE genes. Since retrotransposons and LINEs possess

all they need for translocations in the genome, they are

called autonomous retrotransposons. SINEs (or short

retroposons) are not autonomous; their transposition

requires protein products of expression of autonomous

genes of the transposons. They contain close to their 5′-

end an internal promoter of RNA polymerase III, which

transcribes them.

In contrast to retrotransposons, DNA transposons

translocate in the genome through a cut-and-paste mech-

anism involving transposase, an enzyme belonging to the

class of recombinases [206]. This results in excision of the

transposon accompanied by duplication of a short

nucleotide sequence in the old integration site and inser-

tion of the copy into a new genome site, typically close to

the old one.

The extremely high abundance of MGEs among

genomic sequences evidences their importance in eukary-

otic genome evolution and allows considering them as

molecular endosymbionts of eukaryotic cells [209, 210].

Lately, it became clear that MGE could produce

considerable influence on expression of common genes in

the eukaryotic genome. First, promoters of retroelements

and the associated regulatory sequences are involved in

processes of common gene expression. Global analysis of

retrotransposon expression in genomes of the human and

mouse using the CAGE approach revealed ~275,000 and

~44,000 TSS in repeated sequences of the genomes

respectively, which made ~31 and ~18% to all known

TSSs of these organisms, although the levels of their

activity were much lower than those of TSSs in common

genes [40]. Transcription initiated at repeated sequences

is of tissue-specific nature. For example, up to 30% of all

TSSs of human embryonic tissues are detected in repeat-

ed sequences (16% in retrotransposons, 10% in satellites,

and 5% in simple repeats). LINE sequences produce the

major contribution to these RNA syntheses.

Transcription of simple repeats clearly dominates in

approximately half of the studied tissues. Utilization of

~35% of all TSSs associated with retrotransposons is reg-

ulated in ontogenesis. Analysis of LTRs in murine retro-

transposons belonging to the VL30 family also revealed a

distinct tissue-specific transcription that does not occur

in brain, hypothalamus, or embryonic tissues. Synthesis

of most of messenger and antisense transcripts revealed in

the work was initiated at previously unknown promoters.

Pervasive transcription of repeated sequences influ-

ences the transcriptome of protein encoding genes [40]. It

turned out that in mouse, 144 promoters of retrotrans-

posons or their fragments, and 576 analogs in humans,

are used as alternatives upon transcription of known

genes. In addition, retrotransposons occurring in 3′-

UTRs of over a quarter of genes are expressed, decreasing

the level of the transcription. Bidirectional transcription

accompanied by synthesis of both sense and antisense

RNAs often starts within retrotransposon sequences and,

as discussed above, provides the maintenance of the

epigenome and establishment of borders between func-
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tional domains of chromosomes. Cases of inclusion of

transposon enhancers and insulators into transcriptional

networks of humans, other animals, and plants have been

reported (see recent review [211]). Transposons are active

in normal brain tissue of mammals and can influence its

metabolism [212]. An LTR is used as alternative promot-

er for the murine erythroid transcription factor gene Pu.1,

playing an important functional role in erythropoiesis

[213]. Many retrotransposons are activated by demethy-

lation and expressed in early embryogenesis of mammals,

where they can provide for zygotic induction of gene

expression in a developing embryo [214]. Indeed, experi-

mental suppression of transcription of endogenous virus-

es and LINE1 was accompanied by decrease in the

embryo’s competence for development [215]. Therefore,

the results of recent studies support the earlier proposed

hypothesis on the important role of MGEs in phylogene-

sis and ontogenesis in eukaryotes; however, their global

significance for eukaryotic genome is yet to be elucidated.

Telomeres and centromeres. Simple repeats compris-

ing telomeric and centromeric regions of chromosomes

performing important biological functions make up a

considerable fraction of noncoding sequences of the

mammalian genome.

Telomeres are specialized genetic loci organized into

big nucleoprotein complexes located at the ends of

eukaryotic chromosomes providing for their robust repli-

cation and stability [216]. The existence of linear chro-

mosomes in cells requires that at least two interconnected

problems be solved. First, reproduction of linear DNA

molecules in a series of cell generations without the

engagement of specialized molecular mechanisms would

inevitably result in under-replication of chromosomal

ends and decrease in the size of the molecules in each cell

cycle. Indeed, since the replicative DNA polymerases

perform DNA synthesis only in the 5′→3′ direction, they

cannot fill in the single strand break that would emerge

upon removal of the last 5′-terminal RNA primer.

Second, chromosome ends should be protected from

erroneous recognition by reparation systems; otherwise,

they would join the chromosomes at their ends with each

other. The solution of both problems is provided by the

telomeres.

Mammalian telomere DNA (tDNA) is built from

tandems of repeated hexanucleotides TTAGGG, its total

length in humans is 10-15 kb, and it can be as long as 20-

50 kb in rodents. Mainly double-stranded, tDNA con-

tains a G-rich 3′-extending strand that acts as a primer for

telomerase. Single-stranded end can exist at least in two

alternative conformations, forming the so-called t-loops

and G-quadruplexes [217, 218]. A t-loop-like structure is

formed with the participation of protein factors upon

incorporation of the single-stranded end between tDNA

chains of the closest TTAGGG repeats. G-quadruplexes

are formed by stacks of four G residues held together in

the same plane by Hoogsteen base pairing. G-quadru-

plexes have been detected in vivo and, presumably, can

limit elongation of tDNA by telomerase.

A protein complex of six polypeptides called shel-

terin is formed on the tDNA. It preserves chromosome

ends from fusion, which has been proven experimentally

by inactivation of individual complex components [219].

Another important component of the telomere complex

is the telomerase, a reverse transcriptase that, together

with the auxiliary proteins, provides the formation and

maintenance of tDNA [220]. An integral part of telom-

erase is the telomerase RNA (TR) – an integral part of

the catalytic subunit (TERT), which uses TR as a tem-

plate in tDNA synthesis. The single-stranded 3′-end of

tDNA acts as a primer. TR not only functions as a tem-

plate, but it also directs the assembly of the additional

dyskerin complex that provides for TR stability and

telomerase functioning in vivo. Human telomerase is able

to add over 100 nt to telomeres per cell cycle. Single-

stranded tDNA thus formed is made double-stranded by

replicative DNA polymerases.

While TR is synthesized in all cell types, TERT

expression is strictly regulated in the course of ontogenesis

and is typical of germ line cells and embryonic stem cells,

and not of somatic cells. Therefore, each division of

somatic cells results in shortening of tDNA ends due to the

above-mentioned problem of replication of DNA ends,

which ultimately leads to cessation of cell division. An

important role in regulation of telomerase activity is played

by the CST protein trimer (CTC1–STN1– TEN1), which

limits telomerase processivity [221]. Despite hete-

rochromatization, tDNA is transcribed by RNA poly-

merase II from subtelomeric, telomeric sequences forming

capped, and polyadenylated lncRNAs 0.1-9-kb-long

termed telomeric repeat containing RNAs (TERRA)

[222]. Only the non-polyadenylated TERRA turned out to

be associated with chromatin. TERRA is partially comple-

mentary to TR and can interact directly with TERT and

suppress telomerase activity. Besides, it is involved in hete-

rochromatization of telomeric chromatin [223].

The association between telomeres and cell prolifer-

ation is clearly observed in oncological diseases. In 90%

of tumors, telomere activity is increased, which promotes

immortalization of malignant cells through elongation of

tDNA. In humans, tDNA length is an inherited charac-

teristic and, probably, can influence life duration, as well

as reproductive functions, of an individual [224].

Multiple pathological states connected with telomerase

and telomerase complex dysfunctions, which are poorly

classified due to their high heterogeneity, have been

termed telomeropathies [225].

Centromeres are the genetic loci of eukaryotic chro-

mosomes controlling their separation into daughter cells

in mitosis and meiosis (reviewed in [226, 227]). Each

centromere is a site of assembly of a multiprotein complex

called the kinetochore, which provides for chromosome

attachment to microtubules and its migration along the
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mitotic spindle during karyokinesis. Centromeres of

humans and other primates are formed by sequences of

α-satellite DNA (satDNA) built from (head-to-tail)

tandems of 171-bp-long monomers. Individual

monomers exhibit 50-70% homology and are grouped

into a new repeated unit, a higher order repeat (HOR) 1-

3-kb-long, which repeats continuously and forms the

centromere locus. The length of satDNA thus organized

is 0.25-5 Mb. In total, centromere sequences make up

~5% of all sequences of the human genome.

Each chromosome contains a unique sequence of α-

satellites, in which HOR multimers contain a unique

number of monomers in tandem, which allows the differ-

entiation of individual chromosomes. The total size of

centromeres differs even in homologous chromosomes of

one human, as well as between individuals. Also, poly-

morphism is typical of sequences of individual HOR

monomers: some contain a specific element called

CENP-B box that is recognized by a specific DNA-bind-

ing protein of centromeres, CENP-B. Other monomers

are marked with SNPs.

The functional importance of human satDNA for

activity of centromeres has been established in experi-

ments on artificial chromosomes. In the process of bot-

tom-down construction of X and Y chromosomes in

hybrid human–mouse and human–hen cells, chromo-

some size progressively decreased upon homologous

recombination with plasmid DNA containing telomeric

sequences and markers for selection. In thus formed min-

imal constructs retaining the ability to segregate correctly

into daughter cells, centromeres were built from satDNA.

In the bottom-up approach, yeast and bacterial artificial

chromosomes were integrated into synthetic or cloned

satDNA that imparted the artificial chromosomes with

the required properties. However, not all satDNA pos-

sessed the ability to form centromeres. Their functionali-

ty was manifested only in the presence of the native

CENP-B box in them.

In light of the recently discovered pervasive transcrip-

tion, it does not seem surprising that the entire cen-

tromeric locus, together with the pericentromeric regions,

is being transcribed (reviewed in [228]). Transcripts,

including the polyadenylated ones, are detected in both

nucleus and cytoplasm. Pericentromeric satDNA is

actively transcribed in embryogenesis and is involved in

heterochromatization of these chromosomal regions in

mice. Destruction of these transcripts using antisense

technique leads to growth arrest [229]. Depression of

satDNA transcription was registered in many human

epithelial tumors; however, it remains unclear whether the

transcription is the reason or the consequence of the

tumorigenesis [230]. New data arrive showing participa-

tion of satDNA transcripts in the assembly and mainte-

nance of kinetochores [231]. All these facts point out the

important and multifaceted functions of simple repeating

sequences of satDNA in the mammalian genome.

CONCLUSION

Sequences of human and animal genomes not

encoding proteins are full with various regulatory ele-

ments and ncRNA genes (see table). The best-known and

well-studied elements include the gene flanking cis-acting

regulatory sequences: promoters and sequences repre-

senting 5′- and 3′-UTRs. Although they occupy only a

small part of the genomes under discussion, their role in

regulation of gene expression is extremely high. Many

genes use alternative regulatory sequences for regulation;

therefore, the total number of promoters and UTRs con-

siderably exceeds the number of genes annotated in the

genomes.

Enhancers, locus control regions, insulators, and

S/MAR sequences belong to a more massive group of reg-

ulatory elements of eukaryotic genomes. The share of

enhancers, together with superenhancers, reaches 3% in

the human genome. These elements play the key role in

the establishment of highly ordered transcription in many

tissues of an organism and in the process of ontogenesis.

A distinctive feature of insulators and S/MAR sequences,

although they represent a minor fraction of the human

genome (<0.1%), is that they spatially and functionally

organize prolonged (~1 Mb) chromosome domains

expressing genes in interphase nuclei. The observed

migration of the genetic loci from nucleus periphery to its

center and back associated with their activation/deactiva-

tion indicate another rarely discussed function of non-

coding sequences, which can make up a considerable

share of these loci. In our opinion, evolutionary inclusion

of noncoding sequences between the expressed genes

imparts chromosomal genes with the flexibility required

for maintenance of the dynamic intranuclear state of

working genetic loci and their mobility within chromoso-

mal territories. Such linker function imposes no strict

requirements on the primary structure of these noncoding

sequences, only the linear size is under the pressure of

selection. If the hypothesis is true, hardly any intergenic

linker sequences are significantly conserved, since their

functions do not require it.

A considerable part (~1%) of the human genome is

made of genomic CGI sites, which mark DNA methyla-

tion regions located in the intergenic fragments and close

to 5′-termini of many genes, as well as inside the genes,

and participate in regulation of transcription thereof.

Taking into account sequences flanking CGIs (the so-

called shores and shelves) that cover ~4 kb on either side

of CGIs, their fraction in the genome can be higher.

Recently, Prof. Romanov and colleagues developed a new

concept that looks from an unexpected side on the role of

DNA methylation in ontogenesis of eukaryotes [232].

They found that methylated CpG dinucleotides are non-

randomly included in various codons of gene exons in

humans and other animals. Spontaneous deamination of

5-mC occurring during the individual’s lifetime is
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accompanied by formation of T and rising of mutations.

Transformation of a sense codon into a stop-codon or

codon encoding an amino acid unfavorable for the pro-

tein leads to inactivation of the protein or enzyme. Such

codons were called by authors dangerous. According to

the proposed model, the rate of dangerous codons is spe-

cific for organisms of different taxonomic groups and cor-

relates negatively with individual lifespan, while DNA

methylation patterns in dangerous codons represent a

unique code of the aging of a biological species.

DNA elements

Mobile genetic elements

Introns

Conserved sequences evolving
slowly

rapidly

Centromeric satDNA

Enhancers

CpG islands and ICR

5′-UTR

3′-UTR

Telomeric tDNA

Pseudogenes

Insulators

S/MAR

Promoters

Noncoding RNA genes

Functional elements and/or functions

tissue-specific regulation of protein-encoding gene tran-
scription; epigenome maintenance and establishment of
borders between functional domains of chromosomes

5-fold increase in the information capacity of the genome
through alternative splicing, including intergenic splicing;
IME; recombination of allele genes. Introns can contain
transcription promoters, terminators, enhancers, and
silencers

exons (30%), introns (30%), and intergenic sequences
(40%), including DNase hypersensitivity sites, transcrip-
tion factor binding sites, promoters, UTRs, enhancers,
insulators, and lncRNAs

site of kinetochore assembly; involvement of satDNA
transcripts in chromatin heterochromatization and regu-
lation of development

assembly of protein complexes, which activate or inhibit
transcription, including tissue-specific transcription

regulation of gene transcription through
methylation/demethylation of CpG and adjacent
sequences in the process of imprinting as well

regulation of translation

regulation of gene expression at posttranscriptional and
translational levels

maintenance of chromosome integrity and regulation of
cell division number

regulation of protein-encoding gene transcription (their
RNAs can act as traps for miRNAs or sources for
siRNAs)

prevention of nonspecific effects of enhancers on pro-
moters; separation of functional domains of chromo-
somes; regulation of V(D)J recombination in
immunoglobulin loci

organization of functional domains of chromosomes in
interphase nuclei

regulation of transcription

regulation of gene expression at all levels

Content of known and proposed functional noncoding DNA sequences in the human genome

share, %

45

24

4.2

8.2

5

3

1

<0.1

<0.1

<0.1

9

<0.1

<0.1

<0.1

>90 ?

nucleotides,
Mb 

1395

744

130

254

155

93

31

4

0.23-0.35

11.9

<0.1

<0.1

<0.1

<0.1-0.23

Size, kb

<1-25

<0.1-1000

250-5000

<1-50

0.2-2

0.02-3
(0.21**)

1.3**

10-15

0.83**

1**

5

Totally in the genome*

* The size of a haploid human genome is 3100 Mb.

** Average size.
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Pseudogenes represent another wide class of non-

coding sequences, which until recently have been consid-

ered nonfunctional shatters of relevant genes. By now, it

has been convincingly demonstrated that those pseudo-

genes that are transcribed in forward or reverse direction

forming mRNAs or antisense RNAs are sources for

ceRNAs and siRNAs involved in translational regulation

of expression of genes they were generated by.

Recent studies of introns, which make up ~24% of

all human genomic sequences, also revealed their various

functions in regulation of gene expression. Alternative

splicing and trans-splicing of mRNA precursors that were

made possible by the presence of introns increase the

informational capacity of the genome 5-fold. The global

functional significance of introns also follows from the

intron-mediated enhancement of gene expression (IME

phenomenon). Besides, introns are the location sites for

many regulatory DNA elements, such as alternative pro-

moters and transcription terminators, transcription

enhancers and silencers, and miRNA and lncRNA genes.

The recently discovered pervasive transcription cov-

ering 99% of human genome sequences opens new hori-

zons in studies of the functional role of multiple ncRNAs

it generates. It has already been found that short and long

noncoding RNAs present among the transcripts produce

regulatory effects at all levels of eukaryotic gene expres-

sion. Recently discovered regulatory networks involving

cellular RNAs uncovered the top of a new unexplored

iceberg of regulatory mechanisms governing eukaryotic

gene expression.

Finally, repeated sequences that make up the major

part of the mammalian genome no longer appear a desert in

the landscape of the genome. Simple repeats forming cen-

tromeres and telomeres of chromosomes are transcribed

and play an important role in functioning of these genetic

loci and the cell as a whole. Transposons actively participate

in regulation of expression of common genes and formation

and maintenance of the epigenome and bordering barriers

between functional domains of chromosomes.

Despite the diversity of functions of noncoding

sequences in the eukaryotic genome that we demonstrat-

ed in this review, the importance of most of them for the

living cell and the organism remains unclear. The previ-

ously established gene-protective function of noncoding

sequences against endogenous chemical mutagens could

be the primary function with respect to all others (see our

review [14] and references therein). Indeed, modern

eukaryotic organisms live and evolve in the atmosphere of

oxygen. Reactive oxygen species formed in the process of

living constantly destroy DNA integrity, causing up to

200,000 damages in each cell daily; without reparation,

some of the damages can become mutations. Since non-

coding sequences represent most of the mammalian

genome, such mutations occur mainly in noncoding

sequences without harmful consequences for cells and the

entire organism. After the genome had evolutionarily

gained its modern size and the definite ratio between cod-

ing and noncoding sequences, equilibrium was estab-

lished in the organism, with the system of DNA repara-

tion and gene protection by noncoding sequences provid-

ing for the acceptable level of endogenous mutagenesis

compatible with life of a multicellular organism. At the

same time, intragenomic expansion of noncoding

sequences creates conditions for further evolving, accom-

panied with the emergence of new functions, most of

which are yet to be established in the course of further

studies.
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