
Post-reproductive life span (PRLS) is common. It is

not only human females that survive beyond menopause,

but also whales [1], elephants [2], opossums [3], quail [4],

parakeets [5], guppies [6], lab mice [7], the roundworm

Caenorhabditis elegans [8], and even yeast [9]. There is

evidence PRLS exists in the wild and not just in the lab [1,

5, 8, 10]. It is likely that this list is limited by the number

of species that have been studied, and that the phenome-

non of PRLS is actually ubiquitous in nature [10].

The only established theory for PRLS is the “grand-

mother hypothesis” [11], which posits that PRLS is adap-

tive because parents can assist their children in raising

offspring. This model applies only to highly social ani-

mals. But PRLS is not restricted to social vertebrates for

which this hypothesis might find plausible application.

Even for humans, with their extraordinary life spans and

social networks to nurture the young, the kin selection

benefits of menopause have been shown to be inadequate

compensation for the direct costs [12].

It is not possible to explain PRLS based on opti-

mization of individual fitness. Clearly there is no benefit

of PRLS to individual fitness, especially if, as is widely

assumed, maintenance of the soma carries a significant

metabolic cost that could have been expended in repro-

duction at an earlier age [13]. PRLS presents a challenge

for any of the established theories of aging. Based on the

assumption of life history tradeoffs that have come to

define the field, Williams [14] once made the prediction

that “There should be little or no post-reproductive peri-

od in the normal life-cycle of any species”. His reasoning

was that PRLS represents a genetic cost with no offsetting

pleiotropic benefit.

If, indeed, PRLS carries a significant cost in indi-

vidual fitness, then attributing PRLS to an accident of

history or development is not adequate; a general expla-

nation for its existence and evolution is requisite. This

benefit can only accrue to a larger selective unit than the

individual. But group selection is widely perceived to be

weaker and slower than individual selection [15]. What

group benefit could compete with the direct cost of fer-

tility loss? Analysis using multilevel selection theory [16]

based on the Price Equation [17] only confirms the con-

clusion that the group benefit cannot overcome the indi-

vidual cost.

But there are perspectives broader yet than the mul-

tilevel selection theory. In particular, the Price Equation

assumes that the size of a metapopulation is stable, and

that the sub-populations vary slowly compared to the

time scale of one generation. This is not generally realis-

tic. It may be that population dynamic changes occur on

a time scale comparable to or faster than the time scale for

changes in gene frequency. Hence extinctions can elimi-

nate selfish traits more rapidly than individual selection

can promote them within a subpopulation, explicitly vio-

lating Maynard Smith’s [15] assumption.
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A metapopulation model in which the possibility of

local extinction is explicitly incorporated makes different

predictions from either classical population genetics or

even multilevel selection theory [18]. The inexorable

pressure to maximize individual reproduction is effective-

ly countered by the lethal effect of unstable population

dynamics when fertility rises too high [19, 20].

Although always controversial, group selection has a

long history in biological thought, tracing back at least to

Darwin [21]. The current controversy over the efficacy of

group selection traces to the rejection of Wynne–

Edwards’s [22] view of group selection by Maynard

Smith, Williams and others [21]. It was May [23] who first

analyzed natural populations as complex dynamical sys-

tems, and Gilpin [19] who developed an early computa-

tional model of a simple predator–prey system and first

identified the potential for group selection to affect pop-

ulation dynamics. Thomas et al. [24] proposed that the

reason chaotic population dynamics are not frequently

observed in nature is that population chaos leads rapidly

to extinction, resulting in a powerful group-selective

force. Ferriere and Fox [25] emphasized that long-term

evolution probably could not be understood without

incorporating complex dynamics of populations. It is now

widely agreed that natural population dynamics are gen-

erally more stable than naive theory or laboratory models

might suggest. But the field is dominated by a suspicion of

group selection rooted in classical population genetic the-

ory, which is premised on slowly changing gene frequen-

cies in constant populations. Hence there has been a good

deal of attention to the question whether population sta-

bilization could evolve as an incidental by-product when

life histories are individually optimized to respond to

population density [26, 27]. This field is reviewed by

Mueller [28].

Mitteldorf [29, 30] has argued that the broad phe-

nomenology and genetic character of senescence could

only have evolved as an adaptation, and that an adaptive

theory of aging is required. He proposed a picture in

which senescence rescues the population from chaotic

dynamics leading to extinction [20], and demographic

homeostasis becomes a major target of natural selection

at the population level. In this context, Mitteldorf and

Pepper [31] suggested that aging could be favored by

selection at the population level due to its leveling effect

on the death rate. Populations subject to aging are char-

acterized by mortality rates that are steadier and more

predictable, and the boom-bust cycles are consequently

damped. Thus, even if aging tends to depress individual

fitness and to lower average population levels, it may nev-

ertheless be selected because it protects against local

extinction when population levels swing low.

Here we focus on one aspect of aging as an adapta-

tion for stabilizing population dynamics, the potential

role of group selection acting on aging and PRLS in the

prey species in a predator–prey dynamic (or similarly to

host species in a pathogen–host system). We show that

aging helps to stabilize population dynamics, and that

PRLS may contribute to minimizing the individual cost

of demographic homeostasis.

A MECHANISM STABILIZING

POPULATION CYCLES

The very young are small and not yet fully developed.

In the absence of aging, the youngest prey would be the

most vulnerable to predation. But aging constitutes a

steady decline in viability, assuring the existence of a

group – the oldest, marginally viable individuals – that

are more vulnerable than the young. It is this vulnerabili-

ty of the older members of the population that stabilizes

population dynamics by diverting the thrust of predation

pressures away from the young and those in their prime

reproductive years. (An extension of Gilpin’s [19] reason-

ing suggests that predators may even be co-adapted to

avoid the youngest prey, even when they are easy marks,

to focus instead on a senescent age class that has less

impact on their future food pool.) Vulnerability of the

young to predation is a destabilizing force in population

dynamics, whereas vulnerability of the old to predation is

a stabilizing force. A population in which the old are

more vulnerable than the young is more robust against

population cycling than the reverse situation, in which

the young are most vulnerable.

Consider the population dynamics of an age-struc-

tured prey population in which predation is focused on

the youngest age class. The declining phase of prey popu-

lation occurs when predators are at a maximum. If it is

the young that bear the brunt of the predation, the blow is

more severe, and the decline more precipitous. Effective

rates of reproduction may drop near zero as young are

unable to mature. Later, when predators are at a mini-

mum and prey population is expanding, population

growth is accelerated by the fact that the population is

dominated by young individuals that are no longer the

target of intense predation. The population will be

enriched in young, fertile individuals. Thus population

cycles swing further in both directions, compared to the

case in which predation is age-independent.

If predation is focused instead on the oldest segment

of the population, then we expect the opposite to be the

case. The oldest prey have already made their contribu-

tion to the next generation, so that expansion or contrac-

tion of this segment of the population has relatively less

effect on population dynamics. If, in addition, the oldest

prey are post-reproductive, then we expect this may be

the best case for demographic stability, since the post-

reproductive class may absorb predation with little effect

on the birth rate.

In summary, a post reproductive, senescent age class

becomes a demographic buffer for a population. In times
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of high predation they attract predators allowing the indi-

viduals in their prime reproductive years to reproduce and

increasing the likelihood that the resulting young will sur-

vive. In addition, the post-reproductive senescent indi-

viduals will consume resources at population peaks, low-

ering the overall growth rate of the population; but they

will be the first to starve and die when resources become

scarce, again buffering the population. Importantly, such

age-directed mortality during times of population decline

will leave standing a population that is dominated by

young and recently matured individuals, and that is a

good demographic structure for rapid population recov-

ery.

Review of the Lotka–Volterra model. The simplest

(and historically the oldest) mathematical model of pred-

ator–prey population dynamics is the Lotka–Volterra

model [32, 33]. The classic Lotka–Volterra model tracks

just two variables, x and y, the total population levels for

predator and prey species. Life history is not part of the

model, and demographic profiles are not considered.

Preys (x) x' = rx – cxy,                          (1)

Predators (y) y' = bcxy – dy,

where x′ is the rate of change of the prey population, y′ is

the rate of change of the predator population, and r, b, c,

and d represent parameters:

– r (reproduction) is the rate of exponential increase

for the prey in the absence of predation;

– c (capture rate) controls the efficacy of predation;

– b (conversion parameter) predator’s efficiency in

turning the prey’s biomass into its own;

– d (death rate) is the mortality per unit time for the

predator species.

The Lotka–Volterra equations always produce stable

limit cycles with amplitude depending on the initial con-

ditions. The equations follow continuous variables, in

which extinction (x = 0) is not a possibility; but some ini-

tial conditions lead to a dynamic range so wide that min-

imum populations are less than one individual. In nature,

this is tantamount to extinction.

Model description. We have implemented a multi-

site Lotka–Volterra model for the evolution of prey life

histories. The predator population is just an aggregate

number for each site, a function of time, while prey are

tracked as individuals, each with a unique genome. There

are n = 100 sites with prey migration among them. In

each site, in each time step, prey may reproduce or they

may succumb to predation. Predator population grows or

declines in each time step depending on the number of

prey captured. The target of our model is the evolution of

prey life history, assumed to be under genetic control.

Prey genes outline a life history, defined as two curves:

fertility and mortality as a function of age. In

Lotka–Volterra dynamics, predation is the only source of

mortality, so mortality is synonymous with vulnerability to

predation. Genes control the timing of growth and matu-

rity, as well as the decline of fertility and the increase in

vulnerability that may occur at advanced ages. This allows

for two kinds of senescence: a decline in fertility, and an

increase in mortality. Five genes determine the fertility

curve, and three more determine the mortality curve.

Five fertility genes:

1) max fertility – the plateau level for the probability

of reproduction, which attains between the ages of matu-

rity and reproductive senescence specified by two other

genes;

2) puberty – prey are born with zero fertility. At the

age of puberty, their fertility begins to rise linearly toward

a plateau value;

3) maturity – this is the age at which maximum fer-

tility attains, and fertility ceases to rise;

4) reproductive senescence – the age at which fertility

begins a linear decline;

5) termination of reproduction – the age at which an

individual’s fertility has declined to zero, where it

remains for the remainder of its life.

Three vitality genes:

1) vitality at birth – the inverse of this quantity is the

prey’s vulnerability to predation when it is very young.

Note that this is not necessarily the minimum vitality: in

old age, senescent individuals can decline in vitality past

this value. This is a fixed parameter, and not a gene

because if it is permitted to evolve, it evolves upward with-

out limit. It is our presumption that physical constraints,

including size, dictate that vitality at birth is lower than in

mature individuals;

2) full-grown – vitality rises linearly from birth to the

age called full-grown, at which time it plateaus until the

onset of senescence. This, too, is a fixed parameter and

not a gene. If this quantity is permitted to evolve, it

evolves to zero. It is our presumption that physical con-

straints limit the rate at which individuals can grow to full

size;

3) max vitality – this is the maximal (plateau) value,

corresponding to minimal vulnerability to predation,

attained by the individual at the age called full-grown and

persisting until it begins to decline, at an age called onset

of mortality senescence.

Two fixed parameters:

1) onset of mortality senescence – the age at which

vitality begins a linear decline (thus vulnerability to pre-

dation increases);

2) end-of-life – the age at which an individual’s vital-

ity has declined to zero. At this point its vulnerability to

predation is at a maximum.

The rate, at which prey die in each time step, is

determined by the predator population, in accordance
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with the Lotka–Volterra equation. (In some versions of

the model, prey may die of old age even when the preda-

tor population is too low to kill them.) The number of

prey killed in each time step is proportional to the prod-

uct of the number of predators and the number of prey.

This fixed toll of predation is imposed on the prey in

order of their vulnerability. Vulnerability is an individual

characteristic that varies with age. In populations without

senescence, the youngest are the most vulnerable, and

they are the first targets of predation. Senescence can

change this dynamic, so that old individuals are even

more vulnerable than the newborns; hence they can

effectively shield the young population from predation.

This is crucial to the model, as it supplies the population

benefit of senescence (balancing the individual cost).

The number of prey caught in each time step deter-

mines an incremental change in predator population.

There is a constant parameter (called “cost of living”),

which represents the number of prey each predator must

capture at zero growth, where, presumably, starvation is

balanced by reproduction. Growth or decline of the pred-

ator population is a linear function of the number of prey

captured, with a slope b and an intercept CoL (for “cost of

living”). These two free parameters represent characteris-

tics of the predator biology.

Prey are tracked as individuals with genomes, but

predator population size is tracked only as a floating point

number. Floating-point representation of the predator

population size insures that the predator population can

become arbitrarily small (taking a long time to recover)

but it can never reach zero. This is a standard assumption

of Lotka–Volterra, responsible for the model’s character-

istic behavior. Since the prey population is discrete, it is

possible for the number at any site to drop to zero, where-

upon it is re-seeded from another site. In this re-seeding

as in migration, there is an equal probability for any prey

individual at any site to migrate; hence sites that support

a large population carry a selective advantage.

In each time step, each prey individual may repro-

duce (with mutation), with a probability fixed by its fertil-

ity. (Individual fertility is computed from age, according to

a schedule dictated by the five genes described above.)

Prey reproduction is optionally clonal or sexual (crossover

within a single chromosome). With each reproduction,

there is a large probability of small mutations, and also a

small probability of large mutations at a single locus.

In each time step, the toll of prey captured is com-

puted from the Lotka–Volterra equation, as a product of

predator and prey populations. A value of vitality is com-

puted for each prey individual, and prey are sorted from

high to low vitality. The toll of predation is exacted from

the list in order, starting with the weakest prey (low vital-

ity). If the toll of predation is greater than the prey popu-

lation, then the site suffers extinction (and may later be

re-seeded by prey from another site); otherwise, the

remaining prey grow older by one time step.

In each time step, each individual prey has a small,

constant probability of migrating to another site, chosen

at random. Predators do not migrate (nor do they have

any individual attributes).

Note: Some idiosyncratic behaviors of the Lotka–

Volterra equation carry over into our model. Crucially, the

solutions can be either quite stable, with only small fluctu-

ations in population, or arbitrarily turbulent. In the

Lotka–Volterra model, increasing the reproductive rate r

of the prey does not affect the steady-state value of the prey

population, but the predator population increases in pro-

portion. (This has been called the Paradox of Enrichment

[34].) Thus it is roughly true that prey that evolve higher

fertility and quicker maturation have an individual advan-

tage locally; but sites characterized by high fertility do not

have a group advantage compared to other sites.

HEURISTIC DESCRIPTION

OF THE MODEL’S DYNAMICS

Intuition based on life history theory for individuals

tells us that the life history should evolve so as to maxi-

mize individual reproductive value r1. We expect the genes

for max fertility and max vitality (defined above, see Fig.

1) to evolve upward without limit; maturity should evolve

toward age zero; and the two forms of senescence, fertili-

ty and vitality senescence should evolve toward later and

later ages, delaying senescence without limit. The indi-

vidual selection pressure within each group does indeed

favor these outcomes, and when the model is run at a sin-

gle site, this is exactly what happens.

However, this direction leads to rapid extinction at

the site. The predators are not evolving, and the predator

population spikes after a time lag, driving the prey to local

extinction. But even in the long run, there is little reward

at the population level for increased reproductive value.

The Paradox of Enrichment assures that higher prey pro-

ductivity contributes to higher predator populations, but

not higher prey populations. So the within-group selec-

tion for higher r is effectively opposed at the between-

group level. Multi-level selection theory [16] tells us there

will be a compromise.

1 Of course, if r is taken as a generalized measure of the long-

term growth in prevalence of a genotype, this becomes a tau-

tology.  However, it is customary to measure r over a single

generation, where it can be calculated from LH (Life History)

parameters. The assumption is that the local environment is

changing slowly, so that the daughter generation replicates a

similar dynamic to that of the parent. In conformance with

this convention, we will use r to mean this function of LH,

defined by the Euler–Lotka equation; but the process we

model refers to a different story, in which short-term r is not a

good predictor of long-term success, because of ever-chang-

ing demographic conditions.
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There are many ways a life history can be moderat-

ed to stabilize Lotka–Volterra population dynamics and

avoid extinction. All of these are viable from the stand-

point of group selection. Our principal finding is that

among these, life histories that involve substantial

PRLS are not necessarily the most stable, nor even the

ones that have the highest steady-state population lev-

els; but PRLS is selected because it contributes to

group-level stability with the least cost at the individual

level.

Fig. 1. a) Five of the evolvable genes control parameters related to the fertility curve: these are maximum fertility, onset of fertility (“puber-

ty”), maturity, reproductive senescence, and termination of reproduction. b) Three more evolvable genes control parameters related to what

we call “vitality”, defined as the inverse of vulnerability to predation. These control the plateau (max) value of vitality, the time at which senes-

cence begins to cause vitality to decline (linearly), and the time at which vitality reaches zero. In our model, this precipitates compulsory death

even in situations where there is no predation. Vitality at birth and time to “full-grown” are not genes but parameters of the model. (If these

parameters were permitted to evolve they adapt without limit toward ever-stronger youth.)

a

b
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SUMMARY OF RESULTS

We allowed life histories to evolve under the influ-

ence of individual selection for 1 to 3 million time steps.

In some runs, a stable average life history emerged, but

more commonly the dynamic continued to support a

constantly shifting mix of life histories (defined as a curve

of fertility and a curve of mortality). The only constraint

was that mortality is high from birth to a certain age

(“fullgrown”). This embodies the hypothesis that the very

young are especially vulnerable, and it is a critical

assumption of the model. If fullgrown is implemented as a

gene, it evolves quickly to zero, and if vitality at birth is

implemented as a gene, it evolves upward without limit.

We sampled a wide swath of parameter space, allow-

ing the fertility and mortality curves that define a life his-

tory to evolve freely. In all cases, senescence was a feature

of the resulting life history. In a large majority of cases,

PRLS also characterized the evolved life histories.

We were looking to find a clear indication of an opti-

mal life history to evolve for each set of environmental

parameters. What we found instead was a great deal of

stochastic scatter, even when the program was run for

millions of time steps. The summary plots included in the

“Results” section below are jagged and lines plotted for

different parameter values sometimes cross one another.

Is this real or an artifact of the model? We believe the

absence of a clear optimum may correspond to features of

the real world. PRLS in nature is not an essential feature

of life history, under strong individual selection. It varies

substantially in related species, and varies widely among

different individuals of the same population.

In our model results, neither senescence nor PRLS

were absolutely required to stabilize population dynam-

ics. In some experiments, life histories were constrained

so that no PRLS was allowed, but the shape of fertility

and mortality curves was free to evolve in other respects.

The phenotypes that evolved led to somewhat lower aver-

age population densities, and substantially more volatili-

ty, though these individuals were competitive in terms of

growth rate (r). When a further constraint was added such

that fertility could not decline with age, nor could mor-

tality increase with age (no senescence), the results was to

achieve demographic stability by delaying reproduction

and lowering fertility. In terms of group selection, these

runs produced super-competitors, with very long times

between extinctions. However, individual competitiveness

was drastically suppressed, with r values down by a factor

five or more. These results help explain why the highest

levels of senescence and PRLS were attained when migra-

tion rates were high, so that both group and individual

selection were important.

RESULTS

The role of senescence and PRLS. Almost all evolved

life histories included senescence, defined as an increase

with age in vulnerability to predation. Most also included

PRLS: fertility declines before mortality increases. Note

that both of these are emergent results, not built into the

model or required in any direct way. There are perfectly

viable LHs (in the model) that include neither senescence

or PRLS. It is possible to stabilize population dynamics

by limiting fertility, or delaying reproductive maturity.

We actually did this by artificially constraining the

LH parameters, so that there was no senescence. A stable

population dynamic emerged, but the LHs that evolved

could not compete with the LHs that evolved from the full

model. When we left out PRLS, the difference was more

subtle, but still the LHs so evolved lost in a (subsequent,

binary) evolutionary competition to the ones that evolved

from the full model that included PRLS.

How to measure senescence. Effects of sex, epistasis,

and migration rate. In summarizing results, we measure

evolved senescence by the percentage of all deaths that

are attributable to decreasing vitality. In other words, for

each prey individual that has died, we ask whether it

would have died had its vitality remained at maximum

level, and not declined as a result of senescence (Fig. 2).

Percentage of senescent deaths is our measure of senes-

cence.

One advantage of using this measure is that it is

dimensionless, and model-independent. Partially for this

reason, it has become common to report this same meas-

Fig. 2. Rate of migration is varied over three orders of magnitude,

along the horizontal (x) axis. Vertical (y) axis is the proportion

(senescent death) or number (offspring lost due to fertility

decline). Squares plot evolved senescence, measured as the per-

centage of all prey deaths that can be attributed to senescent

decline. Diamonds represent evolved PRLS, measured as the

number of offspring an average individual forgoes because of fer-

tility decline. See text for a full description of this statistic.
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ure in field studies of senescence in animal populations

[35-38].

Our measure of PRLS in evolved LHs is the number

of offspring that an average individual forgoes because of

replicative senescence. We define lost fertility as a func-

tion of age to be the difference between maximum fertili-

ty and actual fertility at that age. Then forgone offspring

is computed in our model as a time integral of lost fertili-

ty from the onset of replicative senescence to the actual

time of death. (This definition is our own; there is no

standard measure of PRLS in the literature.) In our

evolved life histories, forgone offspring ranged typically

from a few hundredths to a few tenths, representing a sub-

stantial sacrifice in individual fitness. For comparison, an

average individual produces exactly one offspring in a

lifetime.

Sex and epistasis were optional to the model, con-

trolled by conditional compilation. Surprisingly, neither

sex nor epistasis had much effect on evolutionary dynam-

ics. Migration rate was controlled by a model parameter.

Yet more surprisingly, migration rate did not play a major

role. (We expect migration rate to control the balance

between individual and group selection.)

Effect of predation parameters on evolved prey life

history. We found that the two parameters controlling

predation were the strongest determinants of evolved prey

life history. Recall that in Lotka–Volterra dynamics,

predators are characterized by a population growth rate

that is a linear function of the rate of prey consumption

per predator. The slope of this line is b and the intercept

is CoL. These are our two predation parameters. We found

that the highest levels of senescence and of PRLS evolved

for intermediate values of b and CoL.

In the Fig. 3, the x axis is CoL, and the different

curves are parameterized by different values of b. The y

axis is senescence (% senescent deaths).

DISCUSSION

There is substantial evidence of PRLS in nature and

no viable explanation for it from individual selection –

indeed, there can be none since PRLS adds nothing to

individual fitness. Standard kin selection arguments (the

“grandmother hypothesis”) are inapplicable to non-

social species, and even for humans, they fail quantita-

tively [12]. From this alone, it follows that natural selec-

tion has not optimized individual fitness, as classically

defined. Something important is missing from standard

population genetic theory, and our hypothesis is that what

is missing is the collective survival value of demographic

homeostasis.

Organisms such as yeast and Caenorhabditis evince

PRLS, though they offer no parental care. On the other

hand, it is certainly suggestive that these two organisms

have other life history adaptations specifically for the pur-

Fig. 3. This sequence of plots shows how senescence in prey evolves in response to two behavioral variables in the predator. (i) The x axis rep-

resents “zero growth” nutritional requirement of the predator. If each predator consumes less than this amount, then the population is in

decline, and if they consume more than this amount, their population is growing. (ii) How fast does the population grow or decline? The

curves are indexed by a proportionality constant that connects the population growth rate to the rate at which predators are consuming prey

(curve has been smoothed by a B-spline algorithm): 1) Predator R = 0.005; 2) 0.020; 3) 0.035; 4) 0.051.
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pose of surviving deep cycles in the availability of food:

yeast forms spores and worms form dauers.

Of the many group-selected benefits of PRLS, stabi-

lization of population dynamics is likely the most potent,

and certainly the quickest in action. Using an individual-

based simulation based on Lotka–Volterra population

dynamics, we have demonstrated the advantages to a prey

species of maintaining in the population a reservoir of

older, post-reproductive individuals that is most suscepti-

ble to predation.

Modeled in our experiment are two kinds of senes-

cence: fertility decline and mortality increase. Our find-

ing is that when the former precedes the latter (i.e. PRLS)

in a prey population, the result, collectively, enhances the

ability to sustain a population of predators in steady state,

while minimizing the cost to individual fitness.

In recent years there have been numerous demon-

strations that predator–prey population dynamics can be

a strong driver of selection above the individual level [39-

45]. But these results have not been assimilated by theo-

rists. Internally driven population dynamics are rarely

incorporated into traditional population genetics models.

PRLS is a particularly good candidate for a trait

shaped by multilevel selection. After reproduction ceases

individual fitness is by definition zero. For this reason the

standard models of aging [14] suggest that under individ-

ual selection alone PRLS should disappear. Thus, the

ubiquity of PRLS suggests that it is maintained by selec-

tion acting above the level of the individual.

In nearly all organisms it will be true that the juve-

niles will be more susceptible to predation and other

forms of mortality than the adults will be. Our model

shows that for prey populations in which juveniles are the

most susceptible age class, the population dynamics can

be stabilized only at great cost to individual fitness.

Conversely, if there is an age class more vulnerable than

the juveniles, population dynamics can be stabilized with

less effect on individual r.

The inescapable fact that the young are small and

vulnerable poses a dilemma for population stability. It

must be assumed that there is already strong selection

pressure to strengthen the youngest age class, but physical

constraints on size and development limit the extent to

which juveniles can be protected from predation. An

alternative approach is to separate the young into a differ-

ent niche, with different predators and food sources, and

uncoupled ecological cycles. We speculate that this is a

reason for distinct larval morphologies in (for example)

many insects and amphibians [46, 47].

Alternatively, any solution that entails weakening

some subset of the population until the young are no

longer the weakest will be strongly opposed by individual

selection. Aging and PRLS may be the solution to this

dilemma that carries the least individual cost. Consider as

an alternative the case where the highly susceptible group

is genetically determined. Regardless of the genetics such

a vulnerable group will be eliminated by individual selec-

tion. However, if every individual potentially goes through

the susceptible stage, and if that susceptible stage occurs at

the end of life, then the opposition of individual selection

is minimized. It is a fundamental result of life history the-

ory and a basic assumption of standard theories of aging

that individual selection late in life is weak [48]. If this

stage occurred following cessation of reproduction the

individual selection, opposing it would be very nearly zero.

Notice that this is analogous to the antagonistic pleiotropy

model of aging [14]. In the antagonistic pleiotropy model,

traits promoting reproduction early in life at the expense

of survival late in life are favored because selection early in

life is strong, whereas selection late in life is weak. Our

hypothesis is similar except that the tradeoff is between the

population level trait of demographic stability and the

individual trait of reproduction late in life.

Predator–prey interactions are a near-universal fea-

ture of ecosystems, and hence a viable candidate for

explaining the broad presence of senescence and PRLS in

nature. Host−pathogen interactions can create very simi-

lar dynamics, further broadening the potential applicabil-

ity of this model [40, 45]. When the population includes a

range of susceptibility to infection, there is a constant

presence of pathogens that helps to stimulate the devel-

opment of young immune systems without overwhelming

them with fatal disease. It is tempting to speculate that

PRLS is able to stabilize population dynamics against a

wider range of demographic forces. The case of predator

species, for example, was considered previously [20].
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APPENDIX

Detailed description of the model. There are n = 100

sites, with no geometrical relationship to each other, so

that migration to any site is just as likely as any other. The

population count of predators is modeled as a floating-

point number at each site. Prey are tracked individually,

each with 8 life history genes, a birth date, a probability to

reproduce and to die in each time step. Prey are charac-

terized by two calculated quantities: their vulnerability to

predation, and their fertility, which are computed from

their age in accordance with a prescription specified in

their genes.

Genes are represented as unsigned bytes, range 0-

255. This range is scaled proportionately into a range that

is determined from experience to be wide enough to

encompass all evolved possibilities, but not much wider.

For the genes that specify an age marker (puberty, maturi-

ty, onset of reproductive senescence, termination of fertility;

onset of mortality senescence, end-of-life) the range is

mapped onto a difference between that age marker and

the previous one. For example, the maturity gene specifies

a number of time steps after puberty. This arrangement

assures that the temporal order of the life history inflec-

tion points is not changed by mutation.

In each time step, a toll of prey captures is comput-

ed from the product of the predator “count” (a floating

point number) and the actual count of prey. For each

prey, a vulnerability is computed from its age and its life

history variables. Prey are ranked by vulnerability, and the

toll is exacted from the prey population, in order, elimi-

nating a number equal to the (rounded) toll of prey indi-

viduals from the population.

Each prey is afforded the opportunity, with a small

probability, to migrate to another site, randomly selected.

Each prey is then given a chance to reproduce, and

its probability of reproduction is calculated from its age

and life history characteristics. (In runs with sex (see

below), the prey agents are randomly ordered, then each

individual that is selected to reproduce does so twice,

once with the previous selected agent and once with the

subsequent selected agent in line. Thus each selected

reproducer contributes, on average, half its genes to two

offspring.)

Finally, the count of predators is updated in accor-

dance with the Lotka–Volterra equation, based on the

number of prey captures. Below a threshold of prey cap-

tures per predator, the predator population will decrease;

while above that threshold, the number of predators

increases.

If the count of prey has fallen to zero, a random prey

is selected from the aggregate prey population of all sites,

and this agent reseeds the empty site. Sites with larger

prey populations have a proportionately larger probabili-

ty both of infiltrating an existing site or seeding an empty

site.
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Epistasis option. In the default version of the model,

each gene is associated directly with a life history param-

eter. But in a variation, maximal epistasis is included:

each gene contributes equally and independently to all

life history variables. Specifically, a matrix composed

of +1 and –1 entries was constructed, with each line

independent of all others:

Each life history genome, regarded as a vector, is

multiplied by this matrix. Each of the 8 numbers thus

derived is equally dependent on each of the 8 genes. The

results are re-scaled, as before, to determine the 8 life his-

tory parameters (puberty, maturity, onset of reproductive,

etc.).

Though the mathematical schema was intriguing,

the results, as reported above, varied little from the results

with no epistasis. This came as a surprise to both authors,

who believed, in general that epistasis favors the evolution

of altruism. The unexpected result was put aside for future

investigation.

Sex option. In most runs, reproduction is clonal

(with mutation), but sex is a model option. Sex is imple-

mented with monoecious individuals. Each act of repro-

duction involves two individuals. Each of the offsprings’ 8

genes is derived, with equal probability, from each of the

two parents. The situation corresponds to maximal

crossover.

The range of life histories that evolved with sex was

not noticeably different from the results without sex. The

reason for this was not determined, but left for future

investigation.


