
The term heterochromatin was dubbed in the begin-

ning of the last century for the chromosome regions of

eukaryotes that remain condensed at the stage of inter-

phase [1]. Heterochromatin regions occur in all eukary-

otes and, in accordance with classical notions, have been

considered as transcriptionally inactive regions of the

genome. The question about the functional role of these

genomic regions is still quite unresolved in spite of

impressive progress, e.g. elucidation of their role in

immune defense against transposons [2, 3]. The influence

of heterochromatin on gene expression was demonstrated

in Drosophila after the discovery of phenomenon of varie-

gated position effect that has been the object of research

in many reviews [4-7]. The position effect manifests itself

in cis-inactivation (inherited in a number of cell genera-

tions) of euchromatic genes transposed to heterochro-

matin or when euchromatin is incorporated into hete-

rochromatin. This phenomenon, demonstrating the pos-

sibility of reversible gene inactivation, is a classical exam-

ple of epigenetic inheritance. The molecular mechanisms

responsible for the emergence of epigenetic modifications

of the genes, altering their expression, are now intensive-

ly studied and extensively used in practice: it would be

enough to mention the role of these researches in the

study of the causes of cancer [8, 9]. Heterochromatin is

characterized by the presence of repeated nucleotide

sequences of different nature; the functional role of many

of them is still unclear. The role of heterochromatiniza-

tion may be to maintain the stability of these genomic

regions, since the formation of compact heterochromatin

prevents the recombination of repeats and the loss of

repeating copies, including the ribosomal RNA (rDNA)

genes [10]. Some other functionally important genomic

regions represented by repeats are also localized in hete-

rochromatin. For instance, the defective transposon

copies grouped in heterochromatin perform the repres-

sion of transposition of their active copies in the genome

[2, 3]. Heterochromatic regions are involved in chromo-

somal pairing, providing strict segregation of the chromo-

somes in mitosis and meiosis [10, 12], and they determine

spatial localization of genes in the nucleus, which is asso-

ciated with the level of their expression [13-15].

This review is devoted to modern concepts on the

role of transcription in the formation of heterochromatic

regions of the genome. The heterochromatin formation

mechanisms coupled with transcription of these regions

may involve the systems responsible for the generation of
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small RNA (siRNA and piRNA) complementary to the

nascent transcripts. The results of rapidly developing

multi-aspect studies of this problem are discussed in other

articles in this issue as well [3, 16, 17]. Here we will con-

sider a number of other examples of silencing, demon-

strating the inactivation of genomic repeats coupled with

their transcription. Special attention will be given to dis-

cussion of the phenomenon of gene trans-inactivation.

Trans-inactivation consists in appearance in the chromo-

some of the repressive structure of chromatin that can be

extended to the homologous regions of the other chromo-

some. The cases of trans-inactivation related to gene het-

erochromatinization have been described in animals and

plants. The results of some studies suggest that trans-inac-

tivation may be associated with the pairing of homologous

regions of the chromosomes, and inactivation may be

determined by the shift of inactivated target in the space

of the nucleus. In this context, we will consider individual

examples of “spatial kissing” of local chromosome

regions, which is accompanied by heterochromatin for-

mation, and discuss the notions of the role of transcrip-

tion in trans-inactivation.

The modern concepts of heterochromatin formation

suggest that this process is triggered, paradoxically, by

transcription coupled with inactivation [18]. As regards

the classical gene position effects accompanied by cis-

inactivation and its extension to the neighboring euchro-

matin genes, this idea has not yet been sufficiently proved

experimentally, though there are some indications of the

weakening of silencing in the case of mutations that dis-

turb the formation and function of piRNA-dependent

repression [19]. The role of transcription in piRNA

dependent silencing followed by inactivation of a target

and expansion of inactive chromatin to the neighboring

genes has been recently shown in Drosophila by the exam-

ple of inactivation of the regions adjacent to transposon

insertions [20]. These results suggest a similar mechanism

of heterochromatin formation and distribution in the case

of position effects.

FORMATION OF HETEROCHROMATIN AREAS

IN THE CENTROMERE AND NUCLEOLUS

ORGANIZER REGIONS

Let us first consider the role of transcription in the

formation of constitutive heterochromatic areas [16] in

centromeric regions. The role of transcription of genom-

ic regions acquiring the properties of heterochromatin

was proved for the first time as a result of detailed genetic

and molecular studies of the formation of centromeric

heterochromatin in the chromosomes of fission yeasts

(for review, see [16, 21, 22]). The transcripts of these

repeat-rich noncoding regions attract, with the involve-

ment of complementary siRNA, chromatin modification

complexes responsible for heterochromatinization [23,

24]. This results in formation of centromeric heterochro-

matin regions responsible for correct chromosome dis-

junction during cell division. Note that the silencing of

the euchromatic loci of fission yeasts may not involve

siRNA, but target transcription is necessary for its inacti-

vation. For instance, it occurs during the inactivation of

meiotic genes in vegetatively propagating cells of fission

yeasts [25]. This is the case of formation of facultative

heterochromatin (see review [16] concerning constitutive

and facultative heterochromatin) in fission yeasts. The

dynamics of pericentromeric heterochromatin formation

in multicellular eukaryotes has only begun to be studied,

but recently obtained results demonstrate the role of tran-

scription of the satellite DNA of pericentromeric regions

in heterochromatin formation at the early stages of mouse

embryogenesis.

Some works show transcription of the regions of

mammalian constitutive heterochromatin represented by

the repeated sequences of the pericentomeric satellite

DNA [26-28]. There is indirect evidence of potential

involvement of siRNA in heterochromatinization of cen-

tromeric regions in mammals because the assembly of

heterochromatin and the function of the centromeres are

disturbed in the absence of Dicer protein responsible for

siRNA formation [29, 30]. However, as yet there are no

direct data on the involvement of an RNAi mechanism in

formation of pericentromeric heterochromatin in mam-

mals. Transcription of pericentromeric satellite repeats in

mice is regulated during early embryonic development,

and its beginning temporally coincides with the organiza-

tion of chromocenters formed as a result of spatial aggre-

gation of the centromeric regions of chromosomes [31].

The chromocenter (heterochromatic compartment)

starts to be formed during embryo development at the

stage of two cells [32, 33], when there appears a peak of

bidirectional transcription (direct and opposite) of peri-

centromeric satellites followed by rapid diminution in

their transcription already at the stage of four cells.

Directed suppression of satellite transcription by anti-

sense oligonucleotides resulted in arrested development

and the impairment of chromocenter formation. It is sup-

posed that the transcripts can participate in the assembly

of heterochromatin proteins on satellite DNA. The chro-

matin protein HP1a, which is often considered as a

repressor protein, begins to be found in the chromocenter

also at the stage of two cells. The mutation substituting

arginine for lysine in position 27 in histone H3.3 and pre-

venting the emergence of the H3.3K27me3 heterochro-

matin modification impairs the binding of HP1b to the

pericentromeric regions. At the same time, chromosome

segregation is impaired as well [32]. Note that the protein

HP1 and its orthologs are active RNA-binding proteins

[34, 35]. The direct transcripts of the satellites showed

partial colocalization with HP1a. It seems that the bind-

ing of HP1 to the pericentromeric loci mediated by non-

coding RNA attracts the repressor complexes of histone

modification. The embryos expressing the mutant HP1
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with impaired “hinge domain”, which is responsible for

the RNA-binding activity of this protein, demonstrate

impaired chromosome disjunction [31]. It is interesting

that the impaired chromosome disjunction may be com-

pensated by introduction of a double-stranded RNA with

the nucleotide sequence corresponding to the satellites

[32]. This result may be an indirect evidence of potential

involvement of the RNAi and siRNA mechanisms in the

formation of pericentromeric heterochromatin in mam-

mals. However, different temporal profiles of transcrip-

tion of both strands, as well as non-overlapping of the

intracellular localization of direct and reverse transcripts,

may be indicative of their different functions not depend-

ing on RNAi.

One more example, demonstrating the dependence

of heterochromatin formation on transcription, concerns

the silencing of the ribosomal RNA (rDNA) genes adja-

cent to constitutive heterochromatic regions. Hetero-

chromatin formation on the repeated copies of ribosomal

DNA is not only considered as a mean of preventing

intrachromosomal recombination between the homolo-

gous copies of these repeats, which would result in their

loss [36], but also as a mean of silencing of some part of

rDNA clusters that are probably excessive for a cell and

an organism. The rDNA gene copies are separated by

spacers, which have been considered previously as

untranscribed regions. The characteristic negative modi-

fications are introduced into the histones of mammalian

rDNA chromatin, followed by rDNA methylation, only

during the transcription of spacer regions (promoters of

the rDNA genes). These transcripts showing specific fea-

tures of secondary structure attract the silencing protein

complexes (histone modifiers), DNA methyltransferase,

and subunits of the complexes of chromatin remodeling,

all together providing the establishment of repressor epi-

genetic modifications in the rDNA gene clusters [37, 38].

These results supplement the existing notions of the role

of nascent RNA as a factor attracting mammalian pro-

teins to certain regulatory regions of the DNA. To date,

there is no direct evidence of involvement of the RNAi

(siRNA) mechanism in the silencing of rDNA genes.

Trans-INACTIVATION INDUCED

BY THE CLUSTERS

OF HETEROCHROMATINIZED

REPEATS IN Drosophila

It is particularly interesting to consider the function-

ing of artificial clusters represented by the tandem copies

of transgenes in Drosophila, because these examples can

demonstrate not only the case of trans-inactivation in

connection with the gene position effect, but also the role

of transcription of inactivated regions in the transfer of

silencing to the homologous chromosome. Transgenes

flanked by terminal repeats of a transposon can move in

the presence of active transposase. The authors of [39],

when trying to move them, observed the formation in

euchromatin of tandemly organized transgenic clusters,

which included the reporter genes mini-white (determin-

ing eye color) and lacZ (encoding β-galactosidase). The

clusters demonstrated mosaic inactivation of these

reporters clonally inherited in somatic cells that is typical

for position-effect variegation [40, 41]. Not only the

inactivation of transgenes within a cluster but also exten-

sion of inactivation to the adjacent genes was observed.

The typical modifiers of position effect (mutations in the

gene encoding the heterochromatin protein HP1 and het-

erochromatic Y-chromosome) suppressed the inactiva-

tion. The silencing was intensified due to shortening of a

distance from the cluster to the block of constitutive het-

erochromatin on the chromosome map, that is also typi-

cal for classical position effects. The character of expres-

sion of the reporter genes within artificial tandem clusters

and the influence of modifiers on these genes shows that

the formed artificial heterochromatin behaves like a

native one and can simulate the characteristics of classi-

cal position effect induced by chromosomal rearrange-

ments causing gene transposition to heterochromatin. In

all likelihood, the repeated sequences within the cluster

are recognized by the mechanisms inducing directed het-

erochromatinization. The intensity of inactivation in the

cluster was proportional to the number of repeats in the

latter [41].

It is still unclear, whether heterochromatinization of

artificial clusters depends on their transcription. The

same question concerns cis-inactivation due to position-

effect. However, recently obtained data make it possible

to consider the transcriptional activity of artificial clusters

as a factor of epigenetic inheritance of their inactivation.

Transcriptional activity of the clusters influences their

ability not only to cause mosaic inactivation of genes

within a cluster, but also to have a trans-inactivating effect

on such a cluster in the homologous chromosome. The

revealed effect of trans-interaction between the clusters

resembles the phenomenon of classical epigenetic gene

inactivation – paramutation in plants (see below).

Artificial clusters may differ in the degree of cis-inac-

tivation of the reporter transgenes within a cluster. As a

result of irradiation of the BX-2 cluster with a weak level

of inactivation, the T-1 cluster with strong inactivation

was obtained with no change in the number of repeats.

The molecular mechanism responsible for intensification

of inactivation has not been identified yet. In somatic

cells, the tandem cluster proved to be able to induce

trans-inactivation of the mini-white reporters in the

homologous chromosome if they were located in the same

region according to the chromosome map [41]. This sug-

gests the necessity of pairing of the homologous chromo-

some regions for the establishment of trans-inactivation.

In germline cells, the T-1 cluster induced trans-silencing

of the homologous lacZ reporter [42]; however, in germi-
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nal cells the lacZ transgene as a target of silencing could

be localized at random sites on the homologous chromo-

some or even on the other chromosomes. The absence of

HP1 protein, which had a suppressing effect on the

silencing in somatic tissue, did not affect the efficiency of

inactivation in germinal tissues. The mechanisms of inac-

tivation induced by the cluster seem to be different in

somatic and germinal tissues. The inactivation of lacZ was

inherited by a progeny of females but not males, demon-

strating the phenomenon of cytoplasmic inheritance of

silencing. It was shown that transgene trans-inactivation

induced by the cluster of repeats in the germline was asso-

ciated with the production of small RNA formed during

transcription of the reporter genes within the cluster [43].

Two subpopulations of small RNA (21 and 23-28 nt) were

found, the former seems to be similar to siRNA and the

latter to piRNA. Trans-silencing of the reporter gene in

the germline did not occur due to the disturbance of the

piRNA silencing system in the presence of the aubergine

mutation, while the absence of the Dicer-2 protein

involved in siRNA biogenesis had no effect on trans-

silencing. The Aub protein is known to participate in the

cycle of piRNA amplification – ping-pong cycle [2, 3,

16]. The ability of the cluster for trans-inactivation did

not depend on the number of primary transcripts but was

determined by their processing with the formation of

small RNA. This is indicative of the role of post-tran-

scriptional processes in establishment of the silencing.

The maternal effect in trans-inactivation inheritance

seems to be based on the cytoplasmic transfer of piRNA

inducing the biogenesis of new piRNA during the pro-

cessing of the transcripts of homologous transgenes.

It has been revealed that the ability of the T1 cluster

to induce trans-silencing of the reporter transgene in the

germline cells can be transmitted to the BX-2 cluster lack-

ing this property [43]. This new property of the BX-2 clus-

ter appears if both clusters are presented in a single

genome. The process of trans-interaction between the

clusters is schematically shown in Fig. 1. The new ability

of the BX-2 cluster for trans-inactivation was epigeneti-

cally inherited in the successive generations. The cluster

with the acquired ability to trans-inactivate the reporter

transgene becomes capable of transmitting this property

to another cluster that did not possess it previously. It

seems that the mechanism of such transition is associated

with the induction of piRNA biogenesis as a result of acti-

vation of the processing of primary transcripts of the clus-

ter. Phenomenologically, such inter-allelic transition of

the state of cluster expression resembles the epigenetic

phenomenon established previously: paramutation,

which demonstrates one of the interesting cases of trans-

inactivation and its epigenetic inheritance.

PARAMUTATION IN PLANTS

The phenomenon of paramutation was described for

the first time in plants. Now we will consider the classic

Fig. 1. Trans-interaction in the germ cells of D. melanogaster of transgene clusters with different epigenetic states is accompanied by acquisi-

tion by one of the clusters of the ability to inactivate single homologous transgenes in different genomic sites. T1, the cluster capable of trans-

inactivation of the reporter transgene; BX2, the cluster incapable of trans-inactivation of the reporter transgene; BX2*, BX2 cluster with the

acquired ability for trans-inactivation of the reporter transgene; LacZ, the reporter transgene.
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examples of paramutation and its potential underlying

mechanisms. In case of paramutation, trans-inactivation

is also based on the transcription of interacting alleles;

however, the system of silencing with the involvement of

piRNA has not been found in plants, though the role of

another small RNA (siRNA) in chromatin silencing has

been well studied [44, 45]. Initially, paramutation was

found in maize [46] in the locus regulating pigment for-

mation. Paramutation occurs during trans-interaction of

two homologous loci: active and inactivated. As a result,

the active locus is inactivated with no change in its

nucleotide sequence. The inactive state is inherited epige-

netically in the successive generations [47, 48]. The inter-

acting alleles of the loci are called epialleles. The epiallele

with inactivating effect is designated as paramutagenic,

while the inactivated one is designated as paramutable. As

a rule, the inactivated epiallele becomes capable, in its

turn, of exerting the paramutagenic effect. Paramutation

may emerge spontaneously, in the absence of the paramu-

tagenic allele, whereas spontaneous reversion of inactive

state into active one is observed in exceptional cases [49].

The classic example of paramutation was revealed in

maize for the b1 locus encoding anthocyanins’ biogenesis

and production of plant color. The regulation of b1

expression is controlled by the b1TR enhancer located at

a distance of 100 kb from the protein-encoding gene [50].

The enhancer consists of tandem repeats. The repressed

paramutagenic epiallele B′ can inactivate the active para-

mutable B-I (B-Intense) with its level of expression

exceeding 10-30 times the expression of B′ [51]. The

DNA of the b1TR enhancer of the epiallele B′ is heavily

methylated, and chromatin of the epiallele B′, in contrast

to B-I, shows a repressive histone modification

(H3K27me2) [52, 53]. Paramutation leads to a drastic

increase in the level of DNA methylation of the B-I

enhancer, as well as repressive chromatin modifications

(H3K9me2 and H3K27me2) in this region [53].

Methylation of the enhancer repeats is supposed first of

all to determine the emergence of paramutation, while

histone modifications mainly affect the tissue-specific

regulation of expression, though the coordinated partici-

pation of both processes in paramutation must not be

ruled out.

The molecular mechanism of paramutation is being

intensively studied. It seems that the transcription of

interacting loci with the involvement of specialized plant

RNA polymerases (pol IV and pol V) plays the key role in

inter-allelic interaction [54]. The paramutated state is

induced with participation of RNA-dependent RNA

polymerase [55] supplying the double-stranded RNA,

which in turn is a siRNA precursor most likely processed

with the involvement of the Dicer protein. The special

protein of the Argonaute family (AGO4), which is known

to participate in RNA-dependent DNA silencing in

plants [56], is supposed to bind siRNA and provide com-

plementary interactions between siRNA and the tran-

script of the paramutable locus. In its turn, it attracts the

proteins of chromatin remodeling and DNA methyltrans-

ferase. Many details of molecular interactions between

proteins and RNAs during the establishment of paramu-

tated state are still undiscovered. It seems that the mech-

anisms of emergence of paramutated states may apprecia-

bly vary for different loci, but the cumulative experimen-

tal result obtained to date allows their consideration in

accordance with the presented scheme (Fig. 2). The role

of spatial pairing of homologous loci that facilitates the

paramutagenic effect is suggested as well. One should not

rule out the role of physical interaction between the alle-

les, which may either result in the direct transition of

repressor epigenetic labels from the inactive locus to the

homologous paramutable locus or provide the displace-

ments of the paramutable epiallele, together with the

paramutagenic epiallele, to the transcriptionally inactive

compartment of the nucleus [57].

Trans-INTERACTIONS

AND HETEROCHROMATIN FORMATION

DURING THE INACTIVATION OF MAMMALIAN

X-CHROMOSOME AND IN THE PHENOMENON

OF NUCLEOLAR DOMINANCE IN Drosophila

Inactivation of one of the two X-chromosomes in

mammals, accompanied by the formation of facultative

heterochromatin (compact Barr body), as is known, calls

for coordinated transcription of a number of noncoding

RNAs on the inactivated X-chromosome [58]. The tran-

scripts attract a number of protein complexes providing

the introduction of negative epigenetic labels of histones

and DNA methylation to the inactivated X-chromosome.

Without considering the successive steps of inactivation,

we will note only the stage of pairing of two X-chromo-

somes as a necessary event for “asymmetric inactivation”

of one of the two X-chromosomes. Effective pairing of the

chromosomes becomes possible only due to transcription

of noncoding Tsix RNA in the regions of “inactivation

centers” [58]. Such pairing is a basis for asymmetrical

redistribution of definite ribonucleoprotein complexes

between the X-chromosomes and for random selection of

only one of the X-chromosomes as inactive. As a result,

the transcription of noncoding Xist RNA begins on the

inactivated X-chromosome and extends along the whole

X-chromosome, attracting protein complexes to establish

and consolidate the inactivation. Here, we should

emphasize not so much the role of transcription and

extension along the chromosome of the noncoding Xist

RNA, which attracts the hierarchy of silencing complex-

es, as the role of Tsix transcription in spatial orientation of

the chromosomes. An analogous situation is observed also

during the analysis of the phenomenon of nucleolar dom-

inance in Drosophila [59] described for the rRNA gene

clusters and consisting in the dominance of cluster
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expression in the Y-chromosome under repression of the

homologous cluster in the X-chromosome [58]. Note that

heterochromatinization and repression of the rDNA clus-

ter in the X-chromosome occur after somatic pairing of

the X and Y chromosomes in the region of rDNA local-

ization.

Trans-INACTIVATION DETERMINED

BY HETEROCHROMATINIZATION

OF THE HOMOLOGOUS CHROMOSOME

Trans-interactions between two X-chromosomes in

mammals proved to be a trigger of random inactivation of

one of them in the case of transcription of noncoding

RNA in the inactivation center. It seems attractive to

emphasize the putative role of transcription when consid-

ering the phenomena of trans-inactivation in Drosophila

caused by cis-heterochromatinization of the homologous

region of opposite chromosome as a result of its eu-hete-

rochromatic chromosome rearrangement (gene position

effect). These are rare phenomena, and only two genetic

systems demonstrating this type of silencing have been

described so far. Trans-inactivation of this type was shown

for the first time for the brown-Dominant (bwD) allele

inactivating in the homologous chromosome the normal

allele of the brown (bw+) gene determining eye color [60].

The bwD mutation was caused by insertion of the block of

satellite DNA with the AAGAG repeat into the coding

region of the brown gene [61]. This phenomenon has been

studied in quite a number of works [62-65]. The second

case of such trans-silencing was revealed in the analysis of

interaction between the normal chromosome and the eu-

heterochromatic rearrangement characterized by the typ-

ical effect of cis-inactivation of the genes adjacent to het-

erochromatin that is usually observed in case of position

effects [66]. The rearrangement was an inversion

(In(2)A4) formed as a result of one break in the satellite

DNA in heterochromatin of chromosome 2 and the other

break in euchromatin of the left arm of this chromosome

(Fig. 3). Trans-inactivation of the mini-white reporter

transgenes was observed in heterozygotes carrying the

normal and homologous rearranged chromosomes. The

transgenes located on the chromosome map in the

regions close to the sites of inversion break underwent

mosaic trans-inactivation (Fig. 3).

Study of trans-inactivation caused by the bwD allele

has revealed that satellite block inducing inactivation

Fig. 2. Hypothetical mechanism of paramutation induction. b1TR, the b1 gene enhancer consisting of the repeats whose methylation is

accompanied by suppression of the gene expression; B′ and B-I, paramutagenic and paramutable epialleles of the b1 gene, respectively;

ssRNA, single-stranded RNA; dsRNA, double-stranded RNA; RdRP, RNA-dependent RNA polymerase; Ago4, the protein of the Argonaute

family involved in RNA-dependent DNA methylation in plants; DRM, DNA methyltransferase of plants.
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drags the paired homologous locus of the normal chromo-

some into the heterochromatic compartment, resulting in

heterochromatinization of the latter [67]. Hybridization in

situ with fluorescent probes demonstrated [66, 68, 69] the

movement of inactivated chromosome regions to the het-

erochromatic compartment of the nucleus in the cells of

imaginal discs and neuroblasts. In some cells, dragging of

the euchromatic gene into heterochromatin was not

revealed, being in agreement with the observation of

mosaic and stochastic inactivation. Simultaneous analysis

of the activity and spatial localization of the gene in sepa-

rate cells showed the correlation between the silencing and

the presence of inactivated region in the heterochromatic

compartment [70]; the indications of such correlation

between inactivation and gene shift to heterochromatin

were also obtained for trans-interactions between the nor-

mal and inverted chromosomes [71]. Molecular analysis of

the chromatin structure of transgenes trans-inactivated by

the bwD [72] showed that the silencing was accompanied

by compaction of the nucleosomal structure and accumu-

lation of the HP1 protein. The trans-effect was not

accompanied by increase of heterochromatic repressive

histone modification H3K9me2 or decrease in the level of

euchromatic ones (H3K9Ac2 and H3K14Ac2) that may

be indicative of their insignificant role in the establishment

of trans-activation.

Are transcription processes involved in the described

effects of trans-inactivation with heterochromatin forma-

Fig. 3. In(2)A4 inversion with breaks in euchromatin and in satellite DNA of the pericentromeric region induces mosaic trans-inactivation of

the reporter transgene in euchromatin of the non-rearranged homologous chromosome. Hc, heterochromatin; C, centromere; A, B, C, D are

endogenous genes in the region of inversion.
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tion, as it has been shown for paramutation in plants or

for mammalian X-chromosome inactivation? Such possi-

bility may be supported by the above-mentioned data on

the temporal correlation between the transcription of

satellite pericentromeric DNA and the formation of

chromocenters in the early development in mammals.

Indications of the existence of bidirectional transcription

of satellite repeats in Drosophila were obtained as well

[73]. The number of these transcripts increased in the

presence of mutation in the spn-E and aub genes involved

in the piRNA-dependent system of silencing. This effect

of the spn-E mutation correlated with the characteristics

of active chromatin of the satellites: the content of posi-

tive H3K9ac modification and the amount of the TAF1

protein (a component of the RNA polymerase II tran-

scription complex) increased. Note that trans-inactiva-

tion caused by the In(2)A4 inversion was completely

eliminated in the presence of mutation inactivating the

histone methyltransferase SetDB/EGG responsible for

the H3K9me3 modification. This modification is consid-

ered as a repressive one; however, it has been shown that

SetDB/EGG is necessary for the transcription of hete-

rochromatic regions participating in production of

piRNA precursors [74]. Therefore, it may be supposed

that the described variant of trans-inactivation calls for

the transcription of interacting heterochromatic region

with its target in euchromatin for the establishment of

trans-inactivation. In addition, the SAYP protein being a

subunit of chromatin remodeling complex [75], simulta-

neously found in the Drosophila heterochromatin, proved

to be necessary for the induction of trans-inactivation of

reporter genes in the normal chromosome being in het-

erozygous state with the In(2)A4 inversion. Hypothetical

concepts of the role of chromatin binding of various tran-

scription factors as a prerequisite for transcription of

satellite DNA repeats intended for silencing now begin to

be confirmed [76]. Undoubtedly, further studies must be

performed to directly demonstrate the role of transcrip-

tion in the considered cases of trans-inactivation in

Drosophila.

In addition to the above effects of trans-interactions

in Drosophila, we will consider the results of work indicat-

ing the role of transcription in heterochromatin forma-

tion in Drosophila and the possibility of non-Mendelian

paramutation like inheritance of heterochromatic state.

Recently it has been shown that the activating transcrip-

tion factor dATF-2 participates in heterochromatin for-

mation, and its absence suppresses cis-inactivation of the

euchromatic gene in the case of classical position effect in

Drosophila [77]. Mutations in the respective orthologous

genes in fission yeasts also prevented the organization of

constitutive chromatin and transcription of the target of

heterochromatinization (the mating loci). However, in

this case heterochromatin formation did not require the

functioning of the RNA-interference system [78]. This

result of the assessment of the negative effect of the d-

ATF-2PB mutation on the ability of adjacent heterochro-

matin to extend the silencing to the adjacent genes once

again indicates the role of transcription in the establish-

ment of cis-inactivation as a result of classical position-

effect variegation. Colocalization of the dATF-2 factor

with the DNA of constitutive heterochromatin demon-

strated by chromatin immunoprecipitation was impaired

under stress conditions and accompanied by the distur-

bance of silencing caused by position effect. However, the

most interesting result of the work [77] is a demonstration

of the fact that the state of heterochromatin damaged by

stress can be inherited by the homologous chromosome

and maintained in descendants. The authors fairly com-

pare the revealed phenomenon with the paramutagenic

effect and assume the involvement of RNA in this

process. When discussing the phenomenon of gene trans-

inactivation determined by heterochromatinization in

one of the chromosomes, it was noted that it was accom-

panied by the dragging of inactivated targets into the het-

erochromatic compartment of the nucleus. It is consid-

ered that gene inactivation coupled with the movement of

gene loci within the nuclear space can be performed with

the involvement of Polycomb repressor complexes form-

ing intranuclear bodies (Polycomb bodies) [79], which

carry the genes of not one but different chromosomes,

demonstrating trans-interactions. It is known that non-

coding nascent transcripts may serve as platforms for

recruitment of Polycomb complexes [80]. Noncoding

RNAs also participate in reversible gene movement from

these bodies to inter-chromatin granules (speckles),

where these genes are actively transcribed [81]. Cook’s

notion [82] of nuclear factories of transcription gradually

wins recognition from researchers, demonstrating the

role of transcription factors and mysterious insulators in

their formation [83, 84]. At present, RNA is considered

as an architectural component forming intranuclear bod-

ies [85]. Originally, the concepts of the role of transcrip-

tion in the formation of “silent” heterochromatin sound-

ed like an oxymoron. We will dare to suggest that the spe-

cialized transcription factories can be spatial intranuclear

compartments for implementation of the silencing of

genomic regions. Future studies will prove or disprove

these concepts.
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