
According to predictions of the World Health

Organization (WHO), oncologic diseases in the near

future may take the first place, leaving behind cardiovas-

cular diseases. At present more than 5000 oncologic dis-

eases are known that are caused by structural–function-

al disorders of various genes, including activation of pro-

tooncogenes resulting in cell malignization. The situa-

tion is especially complicated because in every case dif-

ferent genes are involved in the development of malig-

nancy. This makes difficult the choice of target genes

and their protein products for directed treatment of

tumors.

Leukemias are widespread oncologic diseases that

are characterized by an increased content of morpholog-
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Abstract—Acute myeloid leukemia (AML) is a malignant blood disease caused by different mutations that enhance the pro-

liferative activity and survival of blood cells and affect their differentiation and apoptosis. The most frequent disorders in

AML are translocations between chromosomes 21 and 8 leading to production of a chimeric oncogene, AML1-ETO, and

hyperexpression of the receptor tyrosine kinase KIT. Mutations in these genes often occur jointly. The presence in cells of

two activated oncogenes is likely to trigger their malignization. The current approaches for treatment of oncologic diseases

(bone marrow transplantation, radiotherapy, and chemotherapy) have significant shortcomings, and thus many laboratories

are intensively developing new approaches against leukemias. Inhibiting expression of activated leukemic oncogenes based

on the principle of RNA interference seems to be a promising approach in this field.
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ically immature blood cells, blasts, which on one hand do

not perform normal functions of mature cells and on the

other hand exclude normal precursors because of the

active proliferation.

Acute myeloid leukemias (AML) constitute a signif-

icant fraction of leukemias. Tumor cells of such patients

often contain mutant forms of certain oncogenes, and

therefore mutations in these genes are believed to be

responsible for malignization of the hematopoietic sys-

tem cells.

In 20% of patients with AML, leukemic cells carry a

translocation between chromosomes 21 and 8 resulting in

formation of the chimeric oncogene AML1-ETO produc-

ing a fused protein AML1-ETO, which has the activity of

a transcription factor. Furthermore, in 70% of patients

with AML the receptor tyrosine kinase KIT is hyperex-

pressed. Mutations of this enzyme in patients with AML

do not occur very often (in ~5% of patients), but in the

presence of the translocation t(8;21) the mutation fre-

quency increases to 30%. The correlation between these

two oncogenes was noted long ago. It was supposed that

the presence in the cells of two activated oncogenes (e.g.

the transcription factor AML1-ETO and tyrosine kinase

c-kit) should trigger their malignization. However, based

on recent results it is supposed that in some rare cases

even one activated oncogene can induce an appearance of

leukemic cells [1].

Bone marrow transplantation, radiotherapy, and

chemotherapy are still the main approaches in the treat-

ment of leukemias. Each of these approaches has signifi-

cant shortcomings, including suppression of immune sys-

tem, severe radiation intoxications, and appearance of

secondary tumors much more resistant to all treatments.

Many laboratories are now actively developing new

approaches against leukemias. Inhibiting the expression

of activated leukemic oncogenes based on the principle of

RNA interference seems to be a promising approach that

is likely to get wide distribution.

The purpose of this review is to systematize the avail-

able knowledge about two major leukemic oncogenes,

existing drugs, and also about RNA interference as the

most modern approach for suppression of gene activity.

The structure and functions of the protein AML1-ETO

and its involvement in oncogenesis were considered in

detail in a review by D. Baskaran [2], therefore, we have

limited it to a shorter description.

ACUTE MYELOID LEUKEMIA

Leukemia is a clonal malignant (neoplastic) family

of diseases of the hematopoietic system that comprises

many diseases with different etiology. Leukemias are

characterized by rapid dissemination of tumor cells

throughout the whole hematopoietic system. According

to annual statistics of the USA, leukemias are the most

frequent cause of death among young people (younger

than 40 years old) [3].

By clinical course leukemias are subdivided as fol-

lows.

1. Acute leukemias start acutely, display rapid pro-

gression, and without treatment lead to death within a few

months. In the blood of such patients there is usually a

large number of blast cells.

2. Chronic leukemias start gradually and develop

slowly, and even without treatment the patients can live

for several years. Immature cells but with a tendency for

maturation are usually detected in the blood.

It should be noted that the terms “acute” and

“chronic” leukemias are used only for convenience –

they never change one into the other. The significance of

these terms in hematology is different from their signifi-

cance in other medical disciplines.

Acute leukemias constitute a heterogenous group of

malignant diseases of the hematopoietic system with spe-

cific damage to blood marrow by blast cells. Later (or

from the very beginning) various tissues and organs can be

infiltrated by blast cells. Tumor transformation in acute

leukemia occurs in the stages of differentiation of pre-

parental hematopoietic cells; therefore, they are subdi-

vided based on this trait. Leukemias are subclassified into

lymphoblastic ones, i.e. related to the lymphopoiesis pre-

cursors, which present 15% of all acute leukemias, and

myeloid leukemias related to myelopoiesis precursors,

which represent the bulk of acute leukemias in adults [4].

Acute myeloid leukemia (AML) is a malignant disease

of blood arising as a result of cancer transformation and

disorders in differentiation of hematopoietic cells on the

level of myeloid cell precursor cells [5]. Acute myeloid

leukemia is difficult to treat, and it causes 1.6% of cancer-

caused deaths in the USA [3]. Although chemotherapy

results in a complete remission in 65% of patients, recur-

rences are observed in 70% of cases within 5 years [6].

Clinical and Hematological Characterization

of Patients with AML

The initial stage of appearance and development of

leukemias is usually asymptomatic: the patients feel

healthy until the general dissemination of tumor cells

throughout the hematopoietic system. Diagnosis of acute

leukemia can be established only morphologically by the

presence of blast tumor cells in the blood or in the bone

marrow. A decrease in numbers of blood cells because of

replacement of normal hematopoietic stem cells by neo-

plastic cells results in anemia, thrombocytopenia, and

neutropenia, which manifests as frequent infectious dis-

eases and ulcerations on the mucosa [4].

In peripheral blood leukocytosis is observed with the

presence of blasts and a so-called “leukemic gap”, i.e. a

sharp increase in the number of blast cells and the pres-
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ence of unique mature elements along with the absence of

transitional maturing forms. In some cases the leukocyte

number is not increased, but blasts are always present. If

blast cells are still unable to leave the bone marrow, their

number in it is rather high [4]. The diagnosis of AML can

be established based on the presence of more than 30%

myeloblasts in the bone marrow [5].

Classification of AML

There are two main classifications of AML: the initial

FAB classification and the modern WHO classification.

In 1976 French, American, and British (FAB) hema-

tologists developed a classification of acute leukemias

based on morphological and cytochemical characteristics

Description

Acute non-differentiated leukemia – immature blast cells with minimal differentiation

Acute myeloblastic leukemia without maturation – immature blast cells without signs of myeloid differentiation

Acute myeloblastic leukemia with granulocytic maturation

Promyelocytic or acute promyelocytic leukemia (APL)

Acute myelomonocytic leukemia

Myelomonocytic leukemia with bone marrow eosinophilia

M5a – acute monocytic leukemia without maturation

M5b – acute monocytic leukemia with partial maturation

Acute erythromyelosis

Acute megakaryoblastic leukemia

Subclass

М0

М1

М2

М3

М4

М4eo

М5

М6

M7

Table 1. FAB classification of acute myeloid leukemias [7]

Description

Patients usually have high level of remis-
sions and show good response to therapy.
Prognosis is better than for other sub-
species of AML. It is usually observed in
children and patients younger than 20
years. The subtypes are rather easily iden-
tified morphologically

The group is characterized by unfavorable
prognosis, and probability of this sub-
species increases with age

This AML subspecies involves patients
treated by chemo- and/or radiotherapy
after which AML or MPD appeared. In
these leukemias chromosomes can carry
specific changes often associated with
worse prognosis

Includes AML subspecies not involved in
the above-listed ones or which cannot be
analyzed genetically

Group

AML with specific
genetic changes

AML with dysplasia 
of several hemato-
poietic stem cells

AML and MDS 
associated with pre-
vious treatment

AML not corre-
sponding to signs of
listed subtypes

Subspecies

– AML with translocation t(8;21)(q22;q22), (AML1/ETO);
– AML with blood marrow eosinophilia and inversions

[inv(16)(p13q22) or t(16;16)(p13;q22); CBFB/MYH11];
– AML with translocations [t(15;17)(q22;q12)

(PML/RARα)];
– AML with mutation 11q23 (MLL)

– develops from MDS or MDS/MPD;
– there are no preceding MDS or MDS/MPD, but dysplasia

of more than 50% of cells of two or more myeloid stem
cells

– alkylating agents/radiation (arises 4-7 years after expo-
sure, is characterized by mutations affecting chromosomes
5 and 7);

– inhibitor of topoisomerase II (arises 2-3 years after expo-
sure, is specified by mutations: 11q23, 21q22,
inv(16)(p13q22), t(15;17)(q22;q12))

– AML without maturation;
– AML with minimal differentiation;
– AML with maturation;
– acute myelomonocytic leukemia;
– acute monocytic leukemia;
– acute erythroid leukemia;
– acute megakaryoblastic leukemia;
– acute basophilic leukemia;
– acute panmyelosis (hyperplasia of all bone marrow stem

cells) with myelofibrosis;
– osteoblastosarcoma

Table 2. Subspecies of acute myeloid leukemias according to the WHO classification [8]
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of the cells [4, 7]. The FAB classification subdivides AML

into eight subclasses, M0-M7. Depending on the subclass,

the patients have different prognoses and obtain different

treatment [7]. Currently the classification looks as follows

(Table 1).

The WHO classification of acute myeloid leukemia

was developed considering the FAB system, but it is more

convenient for clinical application because it takes into

account the most significant prognostic signs of the dis-

ease (Table 2). Mutations described for the first group are

located in the genes highly sensitive to damage caused by

some chemical preparations and, thus, can be involved in

the appearance of the third group AML [8].

Molecular Genetics of Acute Leukemia

AML appears as a result of separate cooperating

mutations of different genes that increase the proliferative

ability and survival and affect the normal differentiation

and apoptosis of cell precursors of myeloid, erythroid,

megakaryocytic, and monocytic series. All acute

leukemias are clonal, i.e. originate from a single mutant

hematopoietic cell, which can be either a very early one

or a partially differentiated (committed) cell precursor

towards different hematopoietic series. The relation of

blast cells a particular hematopoietic series and the level

of their differentiation then to determine the clinical

course of acute leukemia, the program of therapy, and its

effectiveness. Based on the major mutations and progno-

sis of the disease, patients with AML can be divided into

three risk groups [9].

Two types of mutations are considered in AML. Class

II mutations affect genes of transcription factors and lead

to changes in their functions or activity and influence cell

differentiation. The most frequent mutations of class II in

AML are the translocation t(8;21)(q22;q22) and inversion

inv(16)(p13q22). On the molecular level the translocation

t(8;21) and the inversion inv(16) result in appearance of

fused proteins AML1-ETO and CBFβ/MYH11, which

are transcription factors [10]. Such mutations are neces-

sary but insufficient for tumor transformation. To acquire

the tumor phenotype, secondary genetic rearrangements

are required that are called class I mutations. Mutations of

class I occur in the genes of tyrosine kinases, lead to their

constitutive activation, and influence cell proliferation

and survival. In AML mutations most often occur in the

genes of tyrosine kinases KIT and FLT3 [11].

ACTIVATED LEUKEMIC ONCOGENES

AML1-ETO

Involvement of CBF in appearance and progression of

acute myeloid leukemias. CBF is a heterodimeric tran-

scription factor consisting of subunits CBFα (AML1) and

CBFβ. CBF regulates expression of a number of genes

involved in hematopoiesis [12]. The AML CBF group

includes leukemias specified by mutations in the genes

encoding subunits of this complex. These mutations include

the above-mentioned translocations between the 8th and

21st chromosomes [t(8;21)(q22;q22)] and the pericentric

inversion in chromosome 16 [inv(16)(p13q22)]. In adults

with de novo developed AML, the translocation t(8;21) is

observed in 7% of cases and the inversion inv(16) in 8% of

cases [10]. Chimeric genes produced as a result of cytoge-

netic anomalies contribute to AML progression [13].

The translocation [t(8;21)(q22;q22)] affects gene

AML1 (or RUNX1, CBFα) on the 21st chromosome and

gene ETO (or MTG8) on the 8th chromosome. This

translocation results in formation of a chimeric gene that

encodes the fused protein AML1-ETO (Fig. 1).

Transcription factor AML1. AML1 as a component of

CBF complex. The AML1 gene codes the DNA-binding α-

subunit of transcription complex CBF. The conservative

Runt Homology Domain (RHD) localized on the N-ter-

minus of AML1 protein is necessary for binding with

DNA and cofactor CBFβ [14]. The C-terminus of pro-

tein AML1 contains trans-activating and repressor

domains. The heterodimeric complex AML1–CBFβ

binds with DNA at a definite site with consensus

sequence PyGPyGGTPy (where Py is the pyrimidine

base cytosine or thymine). Protein CBFβ strengthens

Fig. 1. Scheme of translocation t(8;21)(q22;q22) resulting in for-

mation of fused gene AML1-ETO. One copy of gene alleles

remains unaffected, which must be taken into account on studies

of functions and action mechanism of AML1-ETO protein.
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AML1 binding with DNA and also stabilizes AML1, pro-

tecting it against ubiquitin-dependent proteolysis [15].

CBF regulates transcription of various genes required for

differentiation of cells of the myeloid and lymphoid series

through binding with other transcription factors depend-

ing on the promoter context [14].

Interactions of AML1 with other proteins. 1) AML1 as

a transcription activator. The majority of activated genes

are associated with hematopoiesis: genes of T- and B-cell

receptors, interleukin-3 (IL-3), macrophage colony-

stimulating factor receptor (M-CSFR), and genes of neu-

trophil elastase, myeloperoxidase, and granzyme B.

During the transcription activated via the CBF complex a

crucial role is played by protein–protein interactions with

involvement of the C-terminus of the full-size protein

AML1. CBF is a scaffolding protein responsible for

assemblage of transcription factors in promoter regions of

genes, although it is unable to activate transcription. For

operating, it needs the contribution of other transcription

factors such as AP-1, Myb, C/EBPβ, and/or proteins of

the Ets family [16]. The complex of transcription factors

assembled on CBF attracts additional cofactors such as

p300, CREB-binding protein, and the “yes”-associated

protein-1 (yap1), the binding with which is also con-

trolled by AML1. These cofactors in turn acetylate his-

tones and uncoil condensed DNA making the gene pro-

moter regions available for RNA polymerase, which

acquires the ability to effectively initiate transcription

[17].

2) Protein AML1 as a transcription repressor. The

AML1 protein is a context-dependent transcription

repressor. In particular, it inhibits transcription of genes

CD4, p21WAF-1, HERF1, MRP14, Pim-2, Stefin-3, and

the gene of uridine phosphorylase and of bone sialopro-

tein [18]. The best known functioning of AML1 as a tran-

scription repressor is inhibition of the expression of gene

CD4 in CD4+CD8+ thymocytes during T-cell differentia-

tion. Binding with the silencer region of the gene CD4,

the protein AML1 attracts to this locus the chromatin-

remodeling complex BAF [19]. In other cases the repres-

sion by AML1 is due to binding with transcription core-

pressors that form complexes with histone deacetylases

(HDAC). These enzymes suppress the gene expression

due to deacetylation of histones that promotes condensa-

tion of chromatin. Some of HDAC proteins can directly

interact with AML1 protein and thus repress transcrip-

tion [16].

3) Protein AML1 in epigenetic silencing. In drosophi-

la and mice the protein AML1 is also involved in epige-

netic gene silencing [16]. Protein SUV39H1 is a specific

methyltransferase of histone H3 lysine 9. Methylation of

histone H3 lysine 9 is a posttranslational modification

that allows histone H3 to bind with protein HP1 and

causes gene silencing. Co-immunoprecipitation in cell

line Cos7 revealed an association of proteins AML1 and

SUV39H1 [20].

Transcription factor ETO family. Protein structure.

The protein family (Eight-Twenty One) ETO comprises:

1) ETO (MTG8); 2) ETO2 (MTG16, MTGR2), and 3)

MTGR1. All members of the ETO family, similarly to the

AML family members, are involved in activation of tran-

scription and are scaffolding proteins [21]. These proteins

are characterized by the presence of four evolutionarily

conservative Nervi Homology Region domains (NHR 1-

4) [22]. The domain NHR1 is responsible for protein–

protein interactions and is a homolog to the TATA-box of

drosophila. Domain NHR2 contains heptade repeats of

hydrophobic amino acids and is necessary for homo- and

heterodimerization of the ETO family proteins. Domain

NHR3 has coiled-coil structure and seems to be involved

in interaction with some corepressors together with

NHR4. Domain NHR4 contains two zinc finger motifs

on the C-terminus (CxxCCxxC and CxxCHxxC) that are

involved in protein–protein interactions. It was recently

shown that nonconservative regions of the ETO protein

(NHR outsiders) are also involved in its interactions with

corepressors of transcription [23].

Main interactions of ETO with other proteins. a)

Histone deacetylases. Deacetylation of histones influences

their interaction with key regulators of translation.

Consequently, the HDAC proteins can regulate gene

expression and arrange the so-called “histone code”.

ETO recruits HDAC proteins by directly interacting

with them (mainly due to the NHR2 and NHR4

domains) or binding with components of complexes,

which include HDAC. The HDAC proteins are compo-

nents of multiprotein complexes such as N-CoR, SMRT,

or Sin3. Both N-CoR and SMRT can locally deacetylate

histones “labeled” by DNA-binding transcription regula-

tors. Sin3 seems to be involved in global genome deacety-

lation. HDAC is an enzymatic component of the com-

plex, whereas other proteins seem to regulate or direct the

HDAC proteins [23].

b) Transcription repressors PLZF and Gfi-1.

According to the corepressor model, protein ETO inter-

acts with transcription receptors that are specific to the

nucleotide sequence. By now two such repressors are

known, PLZF and Gfi-1. ETO interacts with PLZF

directly [24]. PLZF is found in hematopoietic cells where

it functions as a growth suppressor, and its expression

decreases during myeloid differentiation [25].

In both in vivo and in vitro experiments protein ETO

has been shown to interact with transcription repressor

Gfi-1, which is also expressed in myeloid cells. Gfi-1 is

supposed to regulate hematopoiesis and influence the via-

bility of hematopoietic cells [26].

c) ETO–ETO interactions. On interacting with each

other, proteins of the ETO family can form high molecu-

lar weight oligomers. Oligomerization of ETO increases its

affinity for proteins N-CoR, SMRT, and other corepres-

sors. Homooligomerization seems to be a prerequisite for

functioning of the fused oncoprotein AML1-ETO [27].
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Fused protein AML1-ETO. The chimeric gene

AML1-ETO is produced as a result of the translocation

t(8;21) that leads to fusion of gene AML1 on chromosome

21q22 with the gene ETO on chromosome 8q22.

Breakpoints in this molecular rearrangement are constant

and occur in exon 5 of the AML1 gene and in exon 2 of

the ETO gene [11]. The gene AML1-ETO encodes the

fused protein, which is a transcription factor. Protein

AML1-ETO contains the N-terminal region of AML1

protein, which includes the DNA- and CBFβ-binding

RHD domain, whereas the C-terminal part belongs to

ETO protein including its four NHR domains [28].

The role of protein AML1-ETO in the progress of

leukemia is explained by the dominant negative influence

of protein AML1. The “knock in” phenotype of mice

expressing the fused gene AML1-ETO is identical to the

phenotype of mice with homozygous knockout of the

AML1 gene (mice with disorders in hematopoiesis) [28].

The fused protein AML1-ETO is shown to inhibit the dif-

ferentiation of cells of the myeloid and erythroid series

[1].

AML1-ETO as a repressor of transcription. AML1

activates transcription promoting differentiation of gran-

ulocytes due to transactivation of series-specific target

genes. Formation of the fused protein AML1-ETO results

in the replacement of the AML1 activation domains by

the ETO repressor domains. The fused protein AML1-

ETO binds with DNA via the RHD domain from the

AML1 moiety. Then the fused protein via the NHR

domains of ETO effectively recruits corepressors, which

in turn recruit HDAC. Due to activity of HDAC proteins

the gene transcription is suppressed. As a result, the fused

protein inhibits the expression AML1 target genes instead

of activating them [21].

AML1-ETO as an activator of transcription. Among

24 target genes of AML1-ETO only 10 genes were targets

for AML1 [29]. This means that protein AML1-ETO can

influence expression of genes that under normal condi-

tions are not controlled by AML1 protein. Later AML1-

ETO was shown to activate and repress the expression of

nearly the same numbers of genes. The trans-activated

target genes are exemplified by: 1) Jagged1, which is a

Notch-ligand responsible for proliferation of stem cells;

2) Plakoglobin, which acts as a mediator in the Wnt-sig-

naling pathway; 3) β-catenin, which is also involved in

Wnt-signaling; 4) receptor of nerve growth factor RKA in

human CD34+ hematopoietic precursor cells; 5) anti-

apoptotic gene Bcl-2; 6) C/EBPe gene, the product of

which trans-activates gene G-CSFR expression via inter-

action with C/EBP binding site in regulatory regions of

DNA [1, 21]. All target genes in the regulatory regions

have binding sites with AML1. Many genes whose expres-

sion is activated by protein AML1-ETO are involved in

the self-renovation of stem cells. Due to transactivation of

such genes, the fused protein AML1-ETO provides for

the expansion of multipotent precursor cells.

Protein AML1-ETO is a suppressor of cell differentia-

tion. It was recently supposed that the progress of acute

leukemias could be caused by the loss of function of

series-specific transcription factors. Under the complete

loss of the function the cells die, but a partial loss results

in disorders of homeostasis of hematopoietic stem cells

sufficient for development of leukemias [30]. In particu-

lar, disorders in the series-specific determination of

hematopoietic stem cells cause expansion of the compart-

ment of self-renovated precursor cells, which can change

to tumor cells on the appearance of additional mutations.

Via direct protein–protein interactions (through RHD or

ETO domains) the fused protein AML1-ETO can sup-

press transcription factors (E-proteins, PU.1, C/EBPα,

and GATA-1) that play a key role in differentiation of

cells of the hematopoietic series [21]. AML1-ETO is also

shown to inhibit expression of genes involved in excision

repair of DNA and thus, possibly, to increase genetic

instability within the cell population. It seems that the

suppression by protein AML1-ETO of differentiation of

hematopoietic cells is not absolute, but the continuous

expansion of precursor cells on the background of genet-

ic instability can serve a basis for additional secondary

mutations [31].

Functions of AML1-ETO protein. Studies on func-

tions of fused proteins containing the protein moiety

AML1 or CBFβ have shown the involvement of these

proteins in appearance of populations of preleukemic

cells, which manifests itself by accumulation of early cell

precursors with a decreased ability for differentiation but

without a pronounced leukemia. Studies on mice have

confirmed that mutations in gene AML1 are initiating

events in development of acute leukemias, although for

their progress secondary mutations are required [14, 33].

The fused protein AML1-ETO is a multifunctional

protein that plays an important role in the regulation of

various cell programs such as differentiation, prolifera-

tion, apoptosis, and self-renovation in both in vitro and in

vivo models. This protein regulates target genes of AML1

and also other target genes because it interacts with dif-

ferent transcription regulators. Moreover, for develop-

ment of AML additional mutations are required. An

unanswered question is what genes are crucial targets for

the fused protein and what molecular pathways jointly

with AML1-ETO are involved in the neoplastic transfor-

mation of hematopoietic cells. A huge amount of new

information about the human and mouse genome and

also new technologies are promising for a significant sim-

plification of studies on these interesting problems [1].

Receptor Tyrosine Kinase KIT

SCF is allelic with SL-locus, and c-kit is allelic with

W-locus. Many years ago it was noted that mutations in

the W-locus (the dominant white spotting locus) on the
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fifth mouse chromosome or in the Steel (Sl) locus on the

tenth chromosome are manifested similarly: the mice are

characterized by an affected color of the fur, macrocytic

anemia, and sterility. Similar phenotypic manifestations

of mutations in different loci led to the conclusion that

products encoded by these regions of the chromosomes

must perform common functions together [33]. Later this

hypothesis was confirmed. In 1986 a viral acute trans-

forming oncogene v-kit was discovered, which is

expressed by the Hardy–Zuckerman 4 feline sarcoma

virus [34]. A year later its cellular homolog c-kit was

found encoding protein KIT, which is a receptor tyrosine

kinase. In 1988 c-kit was mapped to the W-locus of mice,

and then a KIT ligand, the stem cell factor (SCF) encod-

ed by the Sl locus, was found [35]. These pioneer studies

proved that the SCF/KIT system influences melanogene-

sis, gametogenesis, and hematopoiesis [34].

KIT as a type III receptor tyrosine kinase. Gene c-kit

encodes the protein KIT (or CD117 with molecular

weight of 145 kDa), which is a cytokine receptor and is

expressed on the surface of hematopoietic stem cells and

of many other cells. KIT is a type III receptor tyrosine

kinase of the monomeric receptor family. This group also

includes platelet growth factor receptor (PDGF-R),

macrophage colony-stimulating factor receptor (M-

CSF-R), and also fms-like tyrosine kinase-3/embryonic

liver kinase-2 (Flt-3/Flt-2). This class of kinases (also

called the PDGF-R family) plays a key role in the regula-

tion of hematopoiesis and embryogenesis [34]. The class

III tyrosine kinases are characterized by the presence of

five extracellular immunoglobulin-like domains responsi-

ble for binding with the ligand (Fig. 2). These kinases are

discriminated from other types of tyrosine kinases by the

presence of an insertion consisting of 70-100 amino acids

in the kinase domain (80 amino acids in the case of KIT).

The insertion domain can be phosphorylated and serve a

binding site for some important signaling molecules [36].

Structure of c-kit gene. The gene c-kit is located in

locus q11-q12 of the human fourth chromosome [37]. In

mice it was mapped in the W-locus of the fifth chromo-

some [38]. The gene consists of 21 exons and 20 introns.

The exons are small in size – about 100 bp, except for

exon 21 that has a size of 2407 bp. As a result, no more

than 6% of sequences of mRNA containing more than

89 kb can code proteins [39]. The first exon contains the

5′-untranslated region (5′-UTR), the initiation site, and a

signal for translocation across the membrane. The extra-

cellular domain is coded in exons 2-9 and in the 5′-end of

exon 10. The transmembrane domain is located in exon

10. The cytoplasmic domain is coded in the 3′-end of

exon 10 and in exons 11-20. They also contain kinase

domains separated by the insertion domain, which

includes the 3′-end of exon 14, exon 15, and the 5′-end of

exon 16. Exon 12 contains an ATP-binding site (Gly-X-

Gly-X-X-Gly). Exon 21 contains the site of translation

termination and 3′-UTR [40].

The promoter region of the c-kit gene includes no

typical TATA-box specific for many eukaryotic promoters

and has about 70% G/C-composition similarly to the

housekeeping gene promoters and to genes of some tyro-

sine kinases such as EGFR, c-fms, and insulin receptor

[41]. The promoter regions of human and mouse are high-

ly homologous (about 75% of the sequences). The binding

sites of transcription factors are also conservative [42].

Known forms of KIT and alternative splicing. In

humans there are four protein isoforms that are produced

due to alternative splicing. Two of them are discriminated

by the presence (or absence) of the tetrapeptide GNNK

in the extracellular part of the juxtamembrane domain.

Two other forms are characterized by the presence or

absence of a single serine residue within the insertion

domain of the KIT protein. In embryonic cells of mouse

testes a shortened form of c-kit (truncated c-kit, tr-kit) is

expressed from the cryptic promoter [43]. Such a short-

ened KIT is unable to phosphorylate proteins but can

transmit a signal. Microinjections of tr-kit into mouse

oocytes trigger in them the transition from metaphase to

anaphase [44].

A soluble form of KIT is also found that seems to be

a result of proteolysis, although the protease itself

involved in the detachment of the extracellular domain

has not been identified. The contribution to this process

of protein kinase C [45], tumor necrosis factor α-con-

verting enzyme (TACE) [46], and matrix metallopro-Fig. 2. Scheme of location of protein KIT domains.
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domains

membrane
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teinase-9 (MMP-9) [47] was shown using indirect

approaches. The soluble form of the receptor, similarly to

its membrane-bound form, is glycosylated and binds with

SCF [48, 49], and this leads to its competition with the

membrane-bound KIT. This results in suppression of

SCF-dependent growth and, possibly, in mobilization of

colony-forming blood cells and their departure from the

bone marrow [47, 50].

Signal transmission involving KIT. Interactions

between stem cell factor (SCF) and receptor tyrosine kinase

KIT. The binding with SCF occurs with involvement of

three extracellular domains of KIT (D1, D2, and D3)

with a spatial position arranged like the letter “Γ”. This

structure is rigid, with strictly determined angles that are

supported by large interdomain interactions. Amino acid

residues involved in these interactions are conservative in

mammals, and therefore the spatial structure of the

domains and their mutual orientation also remain conser-

vative. This results in consolidation of the spatial orienta-

tion of the D1 domain loop C′ involved in the interaction

with SCF [34].

The region of interaction between SCF and KIT

includes three areas (D1/SCF, D2/SCF, and D3/SCF)

that are supported by a large number of salt bridges and

hydrogen bonds. These interactions provide for

SCF•KIT dimer formation. This is associated with sig-

nificant conformational changes in SCF—unstructured

or poorly structured areas become clearly visible. Then

the dimers dimerize with production of tetrameric com-

plexes 2•(SCF•KIT). Only SCF molecules contribute to

production of tetramers, the molecules being joined

“head-to-head” [34].

The receptor dimerization induces its enzymatic

activity. Autophosphorylation results in modification of

some tyrosine residues (especially Tyr568 and Tyr570)

that are outside the kinase domains and act as binding

sites for signal-transmitting molecules containing Src

homology 2 (SH2) or phosphotyrosine binding (PTB)

domains [51].

Regulation of KIT activity and signal termination.

Upon phosphorylation the receptor can be ubiquitinated

by ubiquitin E3 ligases, among which protein Cbl is the

most important. This protein binds with activated KIT

using adaptor proteins and is phosphorylated by SFK. It

seems that just the SFK-dependent phosphorylation of

Cbl and the subsequent ubiquitination of KIT lead to

internalization of the receptor and its degradation in lyso-

somes [35].

SHP-1 and SHP-2 are the main tyrosine phos-

phatases regulating KIT activity. KIT is inactivated under

the influence of SHP-1, whereas SHP-2 stimulates the

signal transmission. Other phosphatases are also involved

in regulation of KIT activity but their role is still unclear

[35].

The juxtamembrane (JM) domain functions as an

intramolecular inhibitor. This domain of KIT has a stable

secondary structure and is tightly bound with the ATP-

binding region of the receptor. In this position KIT is

inhibited and cannot phosphorylate proteins. Phosphoryl-

ation of the JM domain changes its conformation and

abolishes the inhibition of the receptor [52].

Signaling pathways triggered by KIT. The activation

of PI3K under the influence of KIT is associated with cell

division, differentiation, adhesion, secretion, survival,

and reorganization of the cytoskeleton. KIT stimulates

cell survival via the PI3K-dependent activation of Akt

and phosphorylation of Bad, which is a proapoptotic pro-

tein. On SCF stimulation the levels of antiapoptotic pro-

teins Bcl-2 and Bcl-xL increase and the amount of

proapoptotic factor Bax decreases [53]. The physiological

role of the KIT-dependent activation of PI3K was shown

by two independent studies using transgenic mice

expressing a mutant c-kit. The loss of PI3K kinase activi-

ty appeared to be critical for gametogenesis—the mice

were sterile [35].

The ligand-dependent activation of KIT leads to

rapid activation of Src family kinases (SFK). In the cell

this family of kinases is responsible for survival, chemo-

taxis, adhesion, proliferation, and migration. The major

site of SFK binding with KIT is tyrosine Y568. In 2004

experiments were performed on mice expressing KIT

with tyrosine in position 568 substituted by phenylalanine

(Y568F). In these mice T- and B-cell differentiation was

inhibited. The involvement of SFK in the development of

lymphocytes could be supposed if Y568 was not also a

binding site for other signaling molecules [35].

The stimulation of SCF is associated with activation

of the signaling cascade Ras/Erk, which plays an impor-

tant role in cell division, survival, and tumor transforma-

tion. KIT also triggers other signaling pathways such as

the JAK/STAT pathway, activates phospholipase C-γ, and

also interacts with various adaptor proteins [34].

KIT interacts with tyrosine phosphatases of SHP-1

and SHP-2 proteins. The activation of SHP-2 is neces-

sary for full activation of the Ras/Erk pathway. The role of

SHP-2 is established in differentiation of embryonic cells

and hematopoiesis. KIT is also shown to interact with

transcription factors Mitf and Slug [35, 54, 55].

Expression and role of c-kit in normal hematopoiesis.

The KIT/SCF system is involved in hematopoiesis. KIT

is expressed in hematopoietic stem cells in the bone mar-

row of adults (in ~8% of all bone marrow cells) and in

peripheral blood (in 0.1% of cells) [56, 57]. The c-kit gene

is also expressed in more committed precursors: ery-

throid, myeloid, and also in precursors of megakaryocytes

[58], mast cells [59], and natural killers. Moreover, KIT is

involved in the early development of T- and B-lympho-

cytes [60, 61].

Studies in vitro have shown that SCF supports the

viability of stem cells, but additional factors are required

for proliferation. Together with other cytokines such as

erythropoietin (Epo), IL-1, IL-3, IL-6, IL-7, GM-CSF,
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G-CSF, etc., SCF promotes the amplification of com-

mitted cell precursors. It seems that differentiation of cell

precursors into a particular cell species depends not only

on SCF but also on additional factors. Thus, SCF togeth-

er with EPO lead to an increase in the population of ery-

throid precursors, and SCF together with IL-7 or GM-

CSF lead to expansion of myeloid precursors [62].

c-kit and AML. Expression and mutations of c-kit in

tumor cells. KIT is involved in such processes important

for tumor progression as stimulation of cell proliferation,

decrease in sensitivity to apoptotic signals, and cell

migration and adhesion. Hyperexpression or mutations of

KIT are generally observed in the majority of patients

with AML, MDS/MPD, gastrointestinal stromal tumor

(GIST), and mastocytosis. It must be taken into account

that the decrease in sensitivity to apoptosis promotes the

appearance of drug resistance [63].

The role of KIT in oncogenesis is twofold. On one

hand, in many tumors KIT is constitutively activated

[64], and on the other hand the loss of KIT functions is

associated with development of thyroid gland carcinoma

[65].

The constitutive activation of the receptor can occur

either by means of an activating mutation, through an

autocrine loop, or via a paracrine activation. The

autocrine loop implicates the concurrent expression by

the cells of KIT and SCF. Such mutations were found in

small cell pulmonary cancer [66] and in GIST [67].

Activating mutations of KIT in tumors can occur in

the juxtamembrane (JM) and kinase domains. As men-

tioned, the JM domain in wild type KIT inhibits the

receptor due to interaction with the ATP-binding region.

Mutations in the JM domain of KIT diminish the time

required for the activation of KIT. But the substrate speci-

ficity of the receptor and its binding constant for ATP are

retained [23]. Mutations in the JM domain of KIT are

observed in different tumors such as in AML and GIST

[68, 69].

Molecular modeling showed that mutations in the

kinase domain of KIT and Flt-3 (the structurally related

RTK) failed to directly stabilize the active conformation

of the enzyme. The balance was shifted towards the acti-

vated form of the phosphotransferase domain due to a sig-

nificant destabilization of the inactive conformation of

the kinase [70]. Such mutations were shown for mastocy-

tosis [68, 71, 72], AML [68, 72], and GIST [68, 69].

Expression of c-kit in AML. Normally KIT is

expressed only in non-differentiated or in poorly differ-

entiated hematopoietic cells. But in patients with AML

the c-kit gene product is expressed on the surface of fully

differentiated cells [73]. Studies in vitro revealed that dif-

ferent cell lines of AML carried products of the c-kit gene.

In these cells the degree of receptor phosphorylation cor-

related with the proliferation level [74, 75]. Introduction

of the c-kit gene into cells enhanced their proliferative

potential [76]. These data suggest that the activation of

KIT in tumor cells should play a role in the excess prolif-

eration and disorders of blood cell differentiation during

the progress of AML.

In 63-85% of cases mature cells of patients with

AML are KIT-positive [68, 77-83]. Most often expression

of c-kit is observed in the cells of patients with AML of the

M0, M1, and M2 types. In type M5 and M7 the expres-

sion of KIT is less frequent [77-79, 81, 82]. Patients with

KIT expression in tumor cells suffer higher mortality [8,

84].

Mutations of the c-kit gene in acute myeloid leukemia.

An increased proliferation of cells during carcinogenesis

appears either as a result of mutations in the c-kit gene

leading to constitutive activation of the receptor or as a

result of hyperexpression of the receptor. Mutations of the

c-kit gene are relatively infrequent in patients with AML

(6% of all patients with AML) [85, 86] and are observed

mainly in AML cases with presence of t(8,21) or inv(16)

(30% of patients with CBF-AML) [11, 87].

The most frequent mutation is substitution of aspar-

tic acid in position 816 of the KIT kinase domain (exon

17) by D816V, D816I, D816P, D816N, D816Y, and

D816H [8, 88, 89]. Mutation of this amino acid leads to

constitutive activation of the receptor [49]. Another acti-

vating mutation N822K was recently found in exon 17

[51, 74]. Mutations leading to deletions and insertions in

exon 8 of the c-kit gene are also frequent [87]. Mutations

in exon 8 affect immunoglobulin domains of the receptor.

They manifest themselves in hyperactivation of the recep-

tor in response to the action of stem cell factor (SCF)

[90]. Tandem repeats in exons 11 and 12 (the receptor

juxtamembrane domain) also are mutations leading to

constitutive activation of KIT [91].

Drugs used for suppression of KIT in AML. The KIT

protein is involved in such processes important for tumor

development as cell proliferation, loss of sensitivity to

apoptotic signals, migration, and adhesion. Hyperexpres-

sion or KIT mutations are constantly observed in the

majority of patients with AML, MDS/MPD, GIST, and

mastocytosis. It must be taken into account that the

decrease in sensitivity to apoptosis promotes the appear-

ance of drug resistance [66]. All these findings have stim-

ulated development of various chemical preparations for

inhibition of the activity of this protein.

Gleevec® (STI571) is an inhibitor of tyrosine kinas-

es specific to BCR-ABL, PDGFR, and KIT [92]. Studies

on model cell lines indicated a significant decrease in the

proliferation and suppression of antiapoptotic effect

caused by the activation of KIT. On fresh blood samples

taken from patients these effects were noticeably worse

[93, 94]. Clinical testing did not show therapeutic effect

of STI571 in KIT+ patients with AML [95-99].

Studies on crystalline structure of the receptor and

inhibitor have shown that STI571 cannot be an ideal

inhibitor of KIT. It acts as a competitive inhibitor by

binding with the ATP-binding site and prevents the acti-
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vation of the receptor. But the molecule of STI571 is too

large and destroys inside the receptor the bonds that are

responsible for the inactivated conformation [50].

SU6668 and SU5416 are low molecular weight

inhibitors of tyrosine kinases VEGFR-1, VEGFR-2

(KDR), VEGFR-3, KIT, and FLT3 [100-102]. A study

on a model cell line and on blood cells from patients with

AML has shown the efficiency of these inhibitors—the

proliferation decreased and the sensitivity to apoptosis

increased [103]. In experiments on mice SU5416 and

SU6668 inhibited metastasizing, microvascularization,

and cell proliferation [104]. Clinical testing was also suc-

cessful [105, 106], but it is still unclear whether these pos-

itive results are due just to inhibition of KIT or are caused

by inhibition of vascular endothelium growth factor

receptor (VEGFR).

Dasatinib (BMS-354825) is a specific inhibitor of

Src and BCR/ABL kinases that displayed good results in

clinical testing on patients with chronic myeloid leukemia

[107]. In cell lines Dasatinib inhibited the ligand-

dependent phosphorylation of KIT and cell proliferation

[108, 109]. Clinical testing on four patients with KIT+

AML was also promising: in all patients the blood picture

significantly improved and in one patient a complete

remission was achieved upon addition of other prepara-

tions [110].

Sorafenib was initially developed as an inhibitor of

tyrosine kinases C-RAF and B-RAF, but later it was

shown to also inhibit other tyrosine kinases including

KIT, FLT3, PDGFR, and VEGFR. On model cell lines

Sorafenib inhibited the ligand-dependent phosphoryla-

tion of KIT and cell proliferation [111]. This drug is now

used for treatment of kidney and liver cancers; promising

results were also obtained in the treatment of thyroid

gland carcinoma [112].

Sunitinib (SU11248) is a low molecular weight

inhibitor of tyrosine kinases including FLT3, VEGFR,

and PDGFR [113]. On model cell lines SU11248 inhib-

ited the ligand-dependent phosphorylation of KIT and

cell proliferation [111]; in patients with AML Sunitinib

induced a short-term remission [113, 114].

Other inhibitors of tyrosine kinases such as Ki11502,

PD180970 and MLN518, PKC412, and ABT-869 that

have a particular influence on KIT are now being subject-

ed to preclinical testing [115-118].

RNA interference based on suppressing gene expres-

sion on the posttranscriptional level using short oligonu-

cleotides seems to be a promising modern approach for

the treatment of tumors.

RNA interference is now the most popular approach

for gene knockdown, the approach being easy to perform,

inexpensive, relatively nontoxic, and highly specific.

During recent years siRNA technology has been success-

fully used in genomics to study functions of genes and

their interactions and also to search for new pharmaceu-

tical preparations. RNA interference is thought promis-

ing as a basis for new biomedical approaches against var-

ious diseases including tumors. The therapeutic use of

interfering RNAs is mainly prevented by difficulties in

their delivery into target cells. Systems with lentiviral vec-

tors are now used for gene delivery and expression in cells

of higher animals and humans both in vitro and in vivo.

Such vectors carry as a target gene a precursor of small

interfering RNAs (shRNA), which are converted into

siRNA under the influence of intracellular mechanisms.

INTERFERENCE

History of the Problem

The phenomenon of RNA interference was discov-

ered in 1990 in an attempt to create a new petunia culti-

var with brighter flowers. The researchers introduced into

petunia cells a construction that encoded the gene chs.

The enzyme chalcone synthase produced by this gene is

responsible for synthesis of a violet pigment. However,

instead of the desired enhancement of the color, flowers

of the transgenic plants were either entirely white or had

white spots or sectors. The cells of these plants contained

a decreased concentration of mRNA of both endogenous

and exogenous chs genes. This phenomenon was called

co-suppression [119]. In 1994 another group of

researchers showed on the example of the petunia chs

gene expression that, although the cytoplasm of these

plants lacks the mRNA of the chs gene, the transcription

of the gene in the nucleus is retained at the former level

[120]. Thus, it was concluded that the co-suppression

should occur at the posttranscriptional level. After many

cases of posttranscriptional degradation of RNA in plants

were detected as a result of injections of plant, bacterial,

and viral transgenes, co-suppression was re-termed post-

transcriptional gene silencing (PTGS).

In 1999 small RNAs were shown to be involved in

PTGS: in plant cells with PTGS induced by injection of

dsRNA short RNA molecules were formed (about 25

nucleotides in length) with sense and antisense polarity,

whereas no such molecules were observed in the control

plants [121]. Then similar molecules were detected in

drosophila upon initiation of PTGS by long dsRNAs

[122]. Small RNAs involved in PTGS were called small

interfering RNAs (siRNAs).

The discovery of interference induced great interest

and stimulated intensive studies in this field. Rather soon

it was found that the silencing phenomenon occurred not

only in plants, but also in fungi and animals [123, 124].

During recent years the molecular mechanism of RNA

interference has been studied, and it was shown to be a

fundamental and evolutionarily conservative mechanism

of regulation of the gene expression and became widely

used in molecular biology as a tool for analyzing gene

functions.
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Mechanism of RNA Interference

RNA interference is initiated by appearance in the

cell of exogenous or endogenous dsRNA. The interfer-

ence efficiency correlates with the length of dsRNA: the

longer is dsRNA, the greater amount of siRNA is pro-

duced and the greater number of target sites will be rec-

ognized on the mRNA molecule. The minimal size of

dsRNA sufficient for inducing interference is 26 bp. Most

likely this limitation prevents degradation of the cell’s

own mRNA with short intramolecular self-complemen-

tary structures [125].

The dsRNA is recognized and cleaved by the enzyme

Dicer from the family of type III RNases [126]. This pro-

tein is conservative in protozoans, plants, fungi, and ani-

mals; Dicer cleaves long dsRNAs from both ends [127].

This produces short dsRNAs of 21-28 nucleotides in

length (a species-specific trait) [128]. These fragments

contain on the 3′-ends two projected unpaired nucleo-

tides. The 3′- and 5′-ends carry, respectively, hydroxyl

and phosphate groups. And just such a structure of the

enzyme is required for involvement in the further stages of

the process leading to the RNA silencing [129].

In the next stage a RISC-loading complex (RLC) is

produced. To realize this, to the enzyme Dicer containing

a fragment of dsRNA a special protein (TRBP in human

and R2D2 in Drosophila) is joined. RLC is involved in two

very important processes: the choice of the chain for par-

ticipation in the subsequent events and also the transfer of

this chain onto the RISC complex.

In the RLC complex RNA has a specific position:

Dicer binds the end of dsRNA with the lower melting

temperature and R2D2 binds the opposite end. The loca-

tion of the RNA fragment in RLC seems to predetermine

its location in the protein Argonaut and what chain will

be a guide and what chain will be destroyed without par-

ticipation in the subsequent events (passenger chain). The

chain with the lower melting temperature of the 5′-end

becomes a guide [130].

The RLC transfers these double-stranded siRNAs

onto one protein of the Argonaut (Ago) family, which is

the major protein of the RISC complex (Fig. 3). One of

the Ago protein domains cleaves the passenger chain

between the ninth and tenth nucleotides from the 5′-end

of the guide, and after this the passenger chain leaves the

complex, and the guide remains within the functionally

active RISC complex [131].

Types of Small RNAs

These molecules are virtually indistinguishable bio-

chemically and functionally, and thus they are classified

based on their precursors.

siRNAs are small interfering RNAs of 21 nucleotides

length formed from long double-stranded RNA mole-

cules (dsRNA).

miRNAs are small interfering RNAs of ~22

nucleotides length formed from intramolecular double-

stranded structures (hairpins) of RNA precursors [132,

133].

piRNAs are small one-stranded RNAs of 24-31

nucleotides length specific for sex cells; they are pro-

duced without the involvement of Dicer [133].

miRNAs. miRNAs are found in both plant and ani-

mal kingdoms. The genes of miRNAs are usually com-

bined in clusters and transcribed as total polycistronic

units (TU), but there are exceptions when the miRNA

gene possesses its own promoter [134]. Biogenesis of

these molecules is the most completely studied in animals

Fig. 3. Biogenesis and action mechanism of miRNA [132]. The

first stage of miRNA processing occurs in the nucleus. The tran-

scription of a gene results in primary transcripts that contain hair-

pin-producing self-complementary regions. These transcripts are

cut by a microprocessor complex (Pasha and Drosha proteins)

producing pre-miRNA of ~70 nucleotides. Then pre-miRNAs

under the influence of exportin-5 are transferred into the cyto-

plasm to be processed by Dicer (which cuts off the hairpin loop)

and Ago enzymes. As a result, a mature RISC complex is pro-

duced that contains one chain of miRNA. The further develop-

ment of events depends on the degree of homology between

miRNA and the target mRNA. In the majority of animal miRNAs

studied there is no complete correlation to the nucleotide

sequence of the target mRNA; they usually bind with the 3′-UTR

of mRNA and act as translation inhibitors. In plants miRNAs

usually display greater homology with mRNA, and therefore they

more frequently act via induction of PTGS.

mRNA mRNA

Partial complementarity Full complementarity
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(Fig. 3). The first stage of miRNA processing occurs in

the nucleus. The transcription of the gene results in pri-

mary transcripts that contain self-complementary regions

producing hairpins. These transcripts remaining inside

the nucleus are cleaved by a microprocessor complex with

production of pre-miRNA of ~70 nucleotides.

The microprocessor complex includes two proteins:

1) Drosha, which like Dicer is a member of the type III

family of RNases [135]. This protein cleaves the primary

transcript; 2) Pasha (for D. melanogaster and C. elegans;

its human analog is DGCR8), which contains two

dsRNA-binding domains. DGCR8 binds with transcript

at the hairpin base and helps the enzyme Drosha to cleave

the stalk at the distance of 11 bp from the base. This

results in production of pre-miRNAs (Fig. 3). Most like-

ly the cleaving occurs co-transcriptionally and is coupled

with splicing. In addition to classic miRNAs the so-called

“mirtrons”, or small introns, are described, which form

hairpins cut as a result of splicing; in fact, they already are

pre-miRNAs and do not require Drosha for being cut

[134].

Then pre-miRNAs are transferred by exportin-5 into

the cytoplasm where they are processed by Dicer (which

cuts off the hairpin loop) and Ago by the above-described

mechanism. As a result, a mature RISC complex is pro-

duced that contains one chain of miRNA (Fig. 3) [136].

It should be remembered that the majority of miRNA

duplexes contain noncomplementary nucleotides that

prevents their cutting by the enzyme Ago. In this case the

passenger chain is believed to be removed by RNA heli-

case [134].

The further development of events depends on the

degree of homology between miRNA and the target

mRNA. In the majority of animal miRNAs studied there

is no complete correlation with the nucleotide sequence

of the target mRNA; they usually bind with the 3′-UTR

of mRNA and act as translation inhibitors [133, 137]. In

plants miRNAs are usually more homologous to mRNA,

and therefore they more frequently act via induction of

PTGS [138].

siRNAs. Endogenous siRNAs are most frequently

produced from complementary pairs of transcripts

encoded by transposons, repeated elements of the

genome, or, in the case of incomplete complementarity

between transcripts of mRNAs of different proteins.

Another type of siRNA precursors is one-stranded self-

complementary transcripts, which form long hairpin

structures (for miRNA the hairpin stalk length is marked-

ly less). All the above-listed double-stranded precursors of

small RNAs are produced in the nucleus, and upon leav-

ing it they are subjected to processing with involvement of

the Dicer and Ago proteins, and afterword remain within

the RISC complex where they perform their functions in

PTGS  [133].

In plants many different siRNAs are found as well as

proteins involved in their production. Thus, Arabidopsis

thaliana possesses four Dicer-like (DCL) proteins and 10

proteins of the Argonaut family, each performing unique

functions. Most likely this diversity is associated with the

necessity for immovable organisms to struggle against

biotic and abiotic stresses. Plant siRNAs are also charac-

terized by methylation of the 3′-end by the enzyme

HEN1. Moreover, the RNA-dependent RNA polymerase

(RdRP) is involved in production of endogenous siRNAs.

Plant siRNAs are classified as follows:

1) casiRNAs are produced from transposons and tan-

dem repeats; they contribute to chromatin reorganiza-

tion;

2) tasiRNAs are produced in association with pro-

cessing of miRNAs;

3) natsiRNAs are synthesized in response to stress.

They are produced from a pair of partially complementa-

ry transcripts, one of which is usually expressed constitu-

tively and the other only under stress conditions;

4) lsiRNAs (“long” siRNAs) similarly to natsiRNAs

are produced from complementary pairs of transcripts,

and their synthesis is induced by stress, but they are

noticeably longer and include 30-40 nucleotides [139].

The genomes of mammals and drosophila do not

encode RNA-dependent RNA polymerases (RdRP);

therefore, the discovery in them of endogenous siRNAs

was unexpected. The first mammalian siRNAs found

were directed against a mobile element of the genome,

LINE1. This element has promoters for the sense and

antisense chains; complementary transcripts form

dsRNAs, which initiate RNA interference. Later siRNAs

involved in silencing of transposons were also detected in

the nematode Caenorhabditis elegans and in drosophila

[139].

siRNAs produced during viral infections. In plants and

fungi RNA interference is involved in the struggle against

viruses using siRNAs produced from dsRNA, which

appears on the replication of the virus. These siRNAs are

completely complementary to the viral RNA and within

the RISC complex promote its degradation or suppres-

sion of translation [140].

Mammals and C. elegans have one type of Dicer

enzyme, whereas Drosophila has two types: Dcr-1 for pro-

ducing miRNA and Dcr-2 for producing siRNA. The

matter is that Drosophila actively uses RNA interference

for both regulating its genes and protecting against virus-

es, and because of the Dicer specialization the competi-

tion for the enzyme between pre-miRNAs and viral

dsRNAs is decreased. Note that the genes Dcr-2 and Ago-

2 belong to the most rapidly evolving genes, which can be

due to the evolutionary pressure on PTGS from viruses.

For mammals viral gene silencing is not very important

because during evolution they have acquired an effective

protein-based immune system [140].

piRNAs. piRNAs (24-29 nucleotides) are mainly

expressed in sex cells. Their generation depends on PIWI

proteins (a subfamily of Ago proteins), which are also
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characteristic for sex cells. The majority of piRNAs are

coded by repeated inter-gene elements of DNA, includ-

ing mobile elements [141]. Unlike other small RNAs, the

generation of piRNAs does not depend on Dicer because

they never form stable duplexes [142].

Technology of RNA Interference

From the time of discovery of RNA interference

researchers have predicted the great importance of this

phenomenon for practice. During recent years methods

for regulation of gene expression based on features of

small RNAs have been under extremely rapid develop-

ment. RNA interference is now the most popular

approach for gene knockdown (selective inactivation of

gene expression) because it is rather easy, inexpensive,

highly specific, and relatively nontoxic. For some years

siRNA technology has been successfully applied in

genomics for studies of gene functions and interactions

and also in searches for new pharmaceuticals. It seems

that this approach will also be used in medicine, e.g.

against viral and parasitic diseases, in the treatment of

cancer, etc. Methodical aspects of siRNA technology and

some problems associated with its use are described below.

Synthesis of siRNA in vitro. Gene functions in plants,

worms, and drosophila are usually studied using long

molecules of dsRNA. But they cannot be used for the

same purpose in mammals because dsRNAs longer than

30 bp activate the mammalian interferon system. This is

associated with initiation of expression of more than 100

different genes including the gene of dsRNA-binding

protein kinase R responsible for nonspecific suppression

of translation and degradation of RNA [143]. Therefore,

to induce RNA interference in mammalian cells synthet-

ic double-stranded molecules of siRNA 21-22 bp in

length are used [144].

Note that the in vitro synthesized siRNA must be

fully complementary to mRNA of the target because even

one nucleotide difference can abolish the activity of this

siRNA molecule. The efficiency of suppression of the

gene expression significantly depends on the choice of a

target region on the mRNA molecule with which the

complementary siRNA must form a duplex, because the

secondary structure of the target mRNA or proteins

bound with it can prevent its availability for siRNA. The

first 75-100 nucleotides of mRNA are not recommended

for use as target sites because they are very likely to con-

tain protein-binding regulatory sequences. Thus, in every

case the choice of a target sequence for siRNA is individ-

ual and is found by trial-and-error. Usually three or four

different siRNAs are synthesized complementary to dif-

ferent regions of the mRNA molecule, and by experiment

the most efficient siRNA is selected [145].

A sequence of 21 nucleotides is thought to be opti-

mal for the target region and, correspondingly, for

siRNA. Moreover, the target sequence must begin with

two adenine residues. The effect of RNA interference is

the highest if the synthetic double-stranded siRNA has 19

paired bases and two protruding uridines on the 3′-ends of

each of the chains. Sometimes the unpaired uridine

residues are replaced by deoxythymidine, which makes

the molecule more stable inside the cell. The 5′-ends

must be phosphorylated for siRNA functioning, but the

phosphorylation is not significant for design of the mole-

cule because is can occur directly inside the cell [132].

The in vitro synthesized siRNA is usually delivered

into the cells by transfection by means of lipophilic

agents or by electroporation. If electroporation is chosen,

one has to take into account a significant (>50%) death

of the cells during the procedure. The effect of RNA

interference does not develop immediately after the cell

transfection because siRNA provides for degradation

only of mRNA but not of the protein. The effect usually

develops during ~18 h, but in the case of stable proteins

this period can be longer. The main shortcoming of the

approach is that the action of siRNA is transient and lasts

only during three to five cell divisions. Therefore, in the

case of stable proteins or if more time is required for

manifestation of the cell phenotype, either additional

transfections are performed or constructions are used

which promote the expression of siRNA directly inside

the cells [132].

Expression of small RNAs inside the cell. To obtain a

prolonged effect of RNA interference, DNA constructs

are used with sequences encoding the spacer-separated

sense and antisense chains of siRNA located between the

promoter and terminator of RNA polymerase III (pol III)

(Fig. 4). It is very convenient to use just pol III because in

this case the transcription is terminated by a sequence

consisting of four thymidines, which promotes produc-

tion of short RNAs with 1-4 uridines on the 3′-end.

Transcription of such matrix leads to production of RNA

hairpins (shRNAs) similar to pre-miRNA. The optimal

expression of such a transcript is obtained with a spacer

Fig. 4. Expression of shRNA. For expression of small RNAs

inside the cell DNA constructs are used with sequences encoding

spacer-separated sense and antisense chains of siRNA located

between the promoter and terminator of RNA polymerase III

(pol III). Transcription of such matrix leads to production of

RNA hairpins (shRNAs) similar to pre-miRNA. Upon transcrip-

tion, the loop linking two complementary sequences of shRNA is

cut off by Dicer, and this results in production of siRNA.

terminatorantisense chainsense chain loop
H1-promoter

transcription

shRNA

siRNA
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consisting of nine bases. Upon transcription the loop

linking two complementary sequences of shRNA is cut off

by Dicer, and this results in production of siRNA. The

efficiency of RNA interference increases significantly

when the sequence encoding the human pre-miRNA

loop is used instead of a random spacer [132].

At first, to obtain the shRNA expression inside the

cells, plasmids were used with an inserted selective mark-

er. Later more convenient viral vectors began to be used,

and retroviral vectors are now most popular.

Acute myeloid leukemia (AML) is a malignant blood

disease caused by different mutations that enhance the

proliferative activity and survival of blood cells and affect

their differentiation and apoptosis. In every case the

progress of malignancy is contributed by various genes.

This affects choice of target genes and their protein prod-

ucts for directed therapy of tumors. The situation is even

more difficult because in the tumor development not one

but several genes are usually involved. It was suggested

that the presence in cells of a pair of activated oncogenes

(in particular, transcription factor and tyrosinase) should

trigger their malignization. The oncogene pair AML1-

ETO and c-kit is found most frequently. The current

approaches for treatment of oncological diseases (bone

marrow transplantation, radio- and chemotherapy) have

significant shortcomings such as suppression of immuni-

ty, severe radio intoxications, and appearance of second-

ary tumors that are significantly more resistant to all

treatments. New approaches for the struggle against

leukemia are under development in many laboratories.

Inhibition of expression of activated leukemic oncogenes

based on the principle of RNA interference seems to be a

promising approach.
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