
The study of biofilms is a rapidly expanding, “hot”
field of microbiology. Biofilm research encompasses stud-
ies of multispecies communities, cell–cell signaling, vir-
ulence, industrial fouling, and bioremediation, to name a
few. Yet it is fair to say that the field was propelled to its
present prominence due to a singular feature that unites
all biofilms, namely, their dramatic tolerance to antimi-
crobial agents. This tolerance is responsible for recalci-
trant human infections, accounting for ~60% of all infec-
tious diseases in the West [1]. A large number of empirical
studies documenting biofilm tolerance have been pub-
lished in the past two decades. At the same time, there has
been a paucity of molecular biology research into the
mechanism of tolerance. This might seem surprising,
given the prominence of the problem, and our generally
good understanding of various mechanisms of antibiotic
resistance [2].

The reason for this reluctance to tackle the main
question of the biofilm field may have stemmed from the
suggestion that the problem does not really exist. Biofilms

are slow growing, while antibiotics act best against rapid-
ly dividing cells. The action of most β-lactams, for exam-
ple, depends stringently upon rapid growth [3]. Slow
growth alone, or in combination with possible retardation
of antibiotic diffusion into the biofilm, could then explain
the observed tolerance [4]. Studies reporting the binding
of aminoglycoside antibiotics to the biofilm matrix
seemed to support the idea of limited antibiotic access to
cells [5-9]. Similarly, it was found that retardation of dif-
fusion combined with active degradation of compounds
can effectively protect the biofilm from hydrogen perox-
ide or a β-lactam antibiotic [10-13]. At the same time,
fluoroquinolones appeared to diffuse freely into a biofilm
[10], and these compounds are able to kill non-growing
cells. Other substances, such as antiseptics and disinfec-
tants, can also kill non-growing cells, and show consider-
ably lower effectiveness against biofilms [14, 15].

Expression of a possible biofilm-specific resistance
mechanism was suggested to contribute to biofilm toler-
ance [16], and seemed to explain recalcitrance to such
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Abstract—This review addresses a long-standing puzzle in the life and death of bacterial populations—the existence of a small
fraction of essentially invulnerable cells. Bacterial populations produce persisters, cells that neither grow nor die in the pres-
ence of bactericidal agents, and thus exhibit multidrug tolerance (MDT). The mechanism of MDT and the nature of persis-
ters, which were discovered in 1944, have remained elusive. Our research has shown that persisters are largely responsible for
the recalcitrance of infections caused by bacterial biofilms. The majority of infections in the developed world are caused by
biofilms, which sparked a renewed interest in persisters. We developed a method to isolate persister cells, and obtained a gene
expression profile of Escherichia coli persisters. The profile indicated an elevated expression of toxin−antitoxin modules and
other genes that can block important cellular functions such as translation. Bactericidal antibiotics kill cells by corrupting the
target function, such as translation. For example, aminoglycosides interrupt translation, producing toxic peptides. Inhibition
of translation leads to a shutdown of other cellular functions as well, preventing antibiotics from corrupting their targets,
which will give rise to tolerant persister cells. Overproduction of chromosomally-encoded “toxins” such as RelE, an inhibitor
of translation, or HipA, causes a sharp increase in persisters. Deletion of the hipBA module produces a sharp decrease in per-
sisters in both stationary and biofilm cells. HipA is thus the first validated persister/MDT gene. We conclude that the func-
tion of “toxins” is the exact opposite of the term, namely, to protect the cell from lethal damage. It appears that stochastic
fluctuations in the levels of MDT proteins lead to formation of rare persister cells. Persisters are essentially altruistic cells that
forfeit propagation in order to ensure survival of kin cells in the presence of lethal factors.
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compounds as fluoroquinolones or quaternary ammoni-
um antiseptics. This proposition however does not appear
realistic. Resistance of biofilms to killing by antimicrobials
is dramatic, 100-1000-fold above the minimal lethal dose,
and occurs for all antimicrobials tested and in all species
examined. This means that all pathogens potentially har-
bor an essentially perfect multidrug resistance mecha-
nism, but only “choose” to express it when growing as a
biofilm. If such a mechanism were to exist, we should have
seen mutants that express it in rapidly growing planktonic
cultures as well. This is not the case. A susceptible
Staphylococcus epidermidis, for example, does not acquire
multidrug resistance to “everything” due to a mutation.

But how is it possible that a biofilm can be resistant
to killing by all antimicrobials and not harbor a resistance
mechanism? Herein lies the paradox, and the riddle, of
biofilm resistance.

THE CULPRIT—PERSISTER CELLS

While measuring a dose–response of a Pseudomonas
aeruginosa biofilm to ofloxacin [17], we noticed that a
small fraction of cells was not eliminated even by very
high levels of the antibiotic (Fig. 1). These cells appeared
essentially invulnerable. However, the bulk of the biofilm
was fairly sensitive. Cells of one of the strains overex-
pressed a prominent multidrug pump MexAB-OprM,
which conferred considerable resistance to the bulk.
However, beyond the clinically-achievable concentra-
tion, the differences among strains with or without the
pump were erased, clearly indicating that something else
was responsible for the remarkable survival of these per-
sister cells. But whatever the mechanism, the culprit
appeared in clear view. A small fraction of persisters was
imparting survival to the biofilm population. Exami-
nation of the biofilm literature showed that persisters have

been documented in numerous experiments, and ignored
[18]. It does indeed seem natural to look at the bulk of
cells when searching for a property characteristic of the
population. However, in the case of a biofilm, the major-
ity of cells appear unremarkable. It is the persistent
minority that deserves attention. The biofilm riddle thus
shifts to the study of persisters.

Persisters were actually discovered in a rapidly grow-
ing, planktonic population. In 1944, Joseph Bigger
noticed that the newly-introduced penicillin was unable to
“sterilize” a culture of Staphylococcus [19]. It is interesting
to note that the initial focus of that study was to evaluate
bactericidal properties of penicillin. Bigger writes: “My
results strongly oppose the commonly accepted belief that
penicillin is merely bacteriostatic”. It is difficult for us to
imagine how the bactericidal property of penicillin might
have been missed—the substance rapidly turns a turbid
culture into a transparent solution. Bigger plated this
transparent-looking medium, and discovered surviving
persisters. His experiments indicated that persisters were
not mutants, and upon reinoculation produce a popula-
tion containing a sensitive bulk and new tolerant cells.
Lancet did not publish graphs in 1944, and we repeated
this important experiment, quantifying survival of E. coli
treated with ampicillin [20]. The result clearly showed that
surviving persisters regenerate the original population,
and are therefore phenotypic variants of the wild type.

If persisters are present in planktonic populations,
then how unique is the survival capability of a biofilm? In
order to address this question, we compared three popu-
lations—logarithmic, stationary, and biofilm cultures of
P. aeruginosa [21]. The result was unexpected—the sta-
tionary culture produced more persisters, and was more
tolerant than the famously tolerant biofilm (Fig. 2, see
color insert). In retrospect, this should not be surprising,
since a stationary culture has almost no growth, while the
biofilm is growing, albeit slowly. We find that persister
formation is indeed growth state dependent—an early log
culture makes few or no persisters in E. coli, S. aureus, or
P. aeruginosa, and the level of persisters increases as the
population reaches stationary state. It is important to
stress that persisters are not simply non-growing cells—in
a stationary culture, fluoroquinolones or mitomycin C
kill the bulk, leaving 1-10% intact persisters [21, 22].

The strong dependence of persister formation on
growth state appears as a typical quorum-sensing phe-
nomenon. We performed a standard test for quorum sens-
ing, adding spent stationary medium to early log cells and
measuring the rate of persisters. Spent medium did not
increase persisters in E. coli or P. aeruginosa, arguing
against the involvement of quorum sensing (Keren and
Lewis, unpublished). We also noticed that persisters are
rapidly lost if a stationary population is diluted. These
observations are consistent with persister formation being
inversely dependent upon the level of metabolic activity,
rather than on a quorum-sensing type signaling molecule.

Fig. 1. Role of the MexAB-OprM pump in resistance of biofilms
treated with ofloxacin (Oflox).

8

7

6

5

0.01

9

0.1 1 10 100

MexAB++

[Oflox], µg/ml

Ig
C

F
U

/p
e

g

4

3

MexAB—



PERSISTER CELLS 269

BIOCHEMISTRY  (Moscow)  Vol.  70   No. 2   2005

Experiments showing an essential similarity in the
tolerance of stationary cells and persisters lead to an obvi-
ous question—is drug resistance of biofilms important?
The answer would be “no” for a test-tube grown biofilm,
and we suggested that tolerance can be much more easily
studied with traditional planktonic cultures [21]. But there
is every reason to believe that biofilms are considerably
more tolerant to antibiotics in vivo, as compared to plank-
tonic cells, irrespective of their growth state. We argued
that in vivo, antibiotic treatment will eliminate the bulk of
both biofilm and planktonic cells, leaving intact persisters.
At this point, the similarity with an in vitro experiment
probably ends. The immune system will be able to mop up
remaining planktonic persisters, just as it eliminates non-
growing cells of a population treated with a bacteriostatic
antibiotic (Fig. 3, see color insert). However, the biofilm
matrix protects against immune cells [23-25], and its per-
sisters will survive. After antibiotic concentration drops,
persisters will repopulate the biofilm, which will shed off
new planktonic cells responsible for disease symptoms.
This model explains the relapsing nature of biofilm infec-
tions, and suggests that understanding persisters will ulti-
mately allow us to eliminate biofilms.

PERSISTERS AS SPECIALIZED
ALTRUISTIC SURVIVOR CELLS

It was suggested that persisters represent normal cells
at a particular stage in the cell cycle [19, 26, 27]. We
found that repeated reinoculation of E. coli maintaining
cells in an early log state leads to a complete loss of per-
sisters [20]. Since early log cells undergo a cell cycle but
do not produce persisters, we can rule out this particular
hypothesis. This simple experiment also suggests that per-
sisters are not formed in response to antibiotic treatment,
since early log cells challenged with antibiotics produce
no persisters. Neither are persisters cells that temporarily
lost their ability to grow due to a reversible defect, such as
a stalled replication fork. We would expect defects to
occur in early log as well, though no persisters are formed
at this stage. What we are left with, then, is an intriguing
possibility of persisters representing specialized survivor
cells whose production is regulated by the growth stage of
the population. It was recently shown that persisters are
rare non-growing cells, by directly tracking dividing cells
in a log population of E. coli [28]. Persisters are essential-
ly altruistic cells that forfeit rapid propagation, which
ensures survival of the population of kin cells [29] in the
presence of lethal factors.

THE MECHANISM OF TOLERANCE

Realizing that persisters are responsible for biofilm
tolerance is helpful, but does not solve the problem.

Indeed, how can a cell that does not express specific
resistance mechanisms be tolerant to all cidal antibiotics?
All resistance mechanisms do essentially the same
thing—prevent an antibiotic from binding to the target.
We hypothesized that tolerance works in a different way,
not by preventing antibiotic binding, but by interfering
with the lethal action of cidal compounds [22].
Specifically, we proposed that persister/MDT proteins
shut down antibiotic targets (Fig. 4, see color insert). It is
important to stress that bactericidal antibiotics kill by
corrupting the target function, rather than by merely
inhibiting it. For example, erythromycin inhibits protein
synthesis and is a bacteriostatic antibiotic. Streptomycin,
a bactericidal aminoglycoside, causes translational mis-
reading, which apparently produces truncated toxic pep-
tides, leading to cell death. Shutting down the ribosome
in a persister cell would produce tolerance to aminogly-
cosides. Fluoro-quinolones act by inhibiting DNA gyrase
and topoisomerase IV. The action of fluoroquinolones is
selective—the ligase activity is inhibited, while the nick-
ing remains intact. As a result, fluoroquinolones force the
enzymes to create DNA lesions. Cell-wall acting antibi-
otics do not merely inhibit peptidoglycan synthesis, but
cause death and cell lysis [30, 31]. By contrast, cells that
stop peptidoglycan synthesis due to a lack of nutrients do
not usually lyse. Persister proteins could shut down all
antibiotic targets, creating a tolerant, dormant persister
cell.

PERSISTER GENES

Finding a persister gene appears straightforward—
screening a transposon insertion library should produce
clones that die completely, or considerably more so than
the wild type, when challenged with a cidal antibiotic.
Our efforts to obtain such a mutant from Tn insertion
libraries of E. coli and P. aeruginosa however were not
successful, perhaps due to a considerable background
variation in the level of persisters among cultures growing
in the wells of a microtiter plate (Spoering and Lewis,
unpublished). We therefore turned to a gene expression
profile approach.

The obvious problem with obtaining an expression
profile from persisters is that they first need to be isolated.
We reasoned that after treatment with ampicillin, only
intact persisters will remain, while the bulk of the cells
will lyse. This appeared to be the case, and intact, live
persisters were obtained by simple centrifugation.
Ampicillin only lyses a rapidly growing, logarithmic cul-
ture, where the fraction of persisters is ~10–5, insufficient
material for array work. We therefore took advantage of
the hipA7 strain [27] that produces ~1% persisters (note
that a null hipA mutant was reported to have no pheno-
type, see below) surviving ampicillin treatment (Fig. 5a,
see color insert).
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Labeled mRNA from persisters was used to obtain
an expression profile with Affymetrix [32] E. coli
Genechips. A potential problem with analyzing results of
this array was that ampicillin treatment produces massive
changes in the gene profile of E. coli [33], which could
obscure persister-specific genes. However, we found that
most of the changes accompanying ampicillin treatment
occurred between 0 and 30 min time points. At 30 min,
the population consisted of mostly dead but intact cells
(Fig. 5, b and c, see color insert). Further incubation pro-
duced complete lysis of dead cells, leaving intact persis-
ters after 3 h with ampicillin (Fig. 5d, see color insert).
We therefore used cluster analysis to point to genes that
specifically increased following the clearing of dead cells
and isolation of persisters. In this way, we would be track-
ing genes that were elevated in persisters prior to ampi-
cillin treatment. We indeed identified such a cluster (Fig.
5, e-g, see color insert). The cluster contained about 300
genes, including those coding for SOS stress response
(recA, sulA, uvrBA, and umuDC), phage-shock (psp); heat
and cold-shock (cspH, htrA, ibpAB, htpX, clpB). This
expression of stress responses is consistent with a survival
function of persisters, but does not in itself explain antibi-
otic tolerance. In practical terms, this set of ~300 candi-
date genes was too large to point to specific persister
genes.

Armed with the tolerance hypothesis, we searched
for genes that could shut down cellular functions. A num-
ber of genes expressed in persisters appeared to fulfill this
criterion. RMF inhibits translation by forming ribosome
dimers in stationary state [34]; UmuDC has been report-
ed to inhibit replication [35]; and SulA is an inhibitor of
septation [36]. Most striking however was the overexpres-
sion of well-characterized chromosomal toxin−antitoxin
(TA) modules RelBE, MazEF, and putative TA modules
PspAB,CD [37], and DinJ/YafQ, homologous to RelBE.
Homologs of these genes are found on plasmids where
they constitute a maintenance mechanism [38]. Typically,
the toxin is a protein that inhibits an important cellular
function such as translation or replication, and forms an
inactive complex with the antitoxin. The toxin is stable,
while the antitoxin is degradable. If a daughter cell does
not receive a plasmid after segregation, the antitoxin level
decreases due to proteolysis, leaving a toxin that either
kills the cell or inhibits propagation. TA modules are also
commonly found on bacterial chromosomes, but their
role is largely unknown. MazEF was proposed to serve as
a programmed cell death mechanism [39]. However, it
was reported recently that MazF and an unrelated toxin
RelE do not actually kill cells, but induce stasis by
inhibiting translation, a condition that can be reversed by
expression of corresponding antitoxins [40, 41]. It was
also suggested that MazF and RelE act as attenuators of
the stringent response. We reasoned that the ability of
“toxin” modules to reversibly block translation makes
them excellent candidates for persister genes. By shutting

down potential antibiotic targets, toxins will produce tol-
erant cells.

The best-studied TA module in E. coli is RelBE that
cleaves mRNA on translating ribosomes, which stalls
protein synthesis [42]. We tested the ability of RelE to
generate persisters tolerant to antibiotics. Cells expressing
RelE from an inducible promoter became highly tolerant
to ofloxacin, a fluoroquinolone; to cefotaxime, a
cephalosporin cell wall synthesis inhibitor; and to
tobramycin, an aminoglycoside protein synthesis
inhibitor (Fig. 6, a and b). This result is consistent with
the idea of a toxin blocking antibiotic targets. Indeed,
RelE directly blocks the ribosome, which would prevent
the lethal action of aminoglycosides. Inhibition of trans-
lation in turn blocks DNA and cell wall synthesis, which
would diminish the ability of antibiotics acting against
DNA gyrase and peptidoglycan synthases to corrupt their
targets. Interestingly, RelE did not protect cells from
mitomycin C, which forms DNA adducts. This would be
consistent with the target blocking idea—RelE does not
“block” DNA.

In order to observe persisters, RelE cells were plated
on a medium containing an inducer of a recombinant
RelB antitoxin. Recovery without inducing RelB was ob-
served as well, but slower. This suggests that a TA module
has the ability to both produce, and resuscitate persisters.

Given that RelE expression increased persister pro-
duction prompted us to revisit what was known about the
hipBA locus, a likely TA module. It was discovered in the
first screen for genes specifically affecting persistence that
was performed by Moyed and coworkers [27]. An ethyl
methanesulfonate (EMS)-mutagenized population of E.
coli was enriched with cells surviving ampicillin treatment
and then screened for colonies producing higher numbers
of persisters. Only mutants whose growth was normally
inhibited by ampicillin were examined further. This
approach led to the identification of a hipA7 (high per-
sistence) mutant producing about 1000-fold more persist-
ent cells as compared to the wild type [26, 43, 44]. This
was the first report of a bacterial gene specifically involved
in the regulation of persister production and antibiotic
tolerance. However, a deletion in either hipA or hipBA
appeared to have no phenotype [45]. This suggested that
the hipA7 allele creates a complex pleiotropic artifact,
leading to an increase in persisters. The pioneering find-
ings of Moyed’s group have been largely ignored.

Interestingly, HipBA is a likely TA module. Indeed,
HipB and HipA form a complex [27]; overexpression of
HipA is “toxic”, leading to arrest of cell division [44]; a
hipB mutation could not be obtained due to apparent
lethality of free HipA [43]; HipB is a repressor of the
operon, which is typical for antitoxins; and a homolog of
the chromosomal hipBA operon is found on the
Rhizobium symbiotic plasmid pNGR234a where it may
play a role in segregation maintenance [46]. It was previ-
ously reported that mild induction of recombinant HipA
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increases production of persisters [27]. We confirmed this
observation and found that functional expression of HipA
strongly increases persisters tolerant to a range of antibi-
otics (Fig. 6, c and d) [22].

The most important remaining unanswered question
regarding HipA was whether it had a functional role in
creating persisters in vivo. We reasoned that the level of
persisters is particularly high in stationary state, and that
might be the growth phase at which HipA exerts its
action. A hipBA deletion strain produced 10-100-fold less
persisters in stationary state as compared to the wild type
(Fig. 7, a and b). The mutant showed considerably lower
tolerance when treated with a fluoroquinolone or mito-
mycin C. This experiment completes the first chapter of
the hip saga. hipA is a persister/MDT gene. A biofilm
grown from a ∆hipBA strain produced considerably fewer
persisters (Fig. 7c), which makes hipA the first validated
biofilm tolerance gene as well.

We also tested knockout mutants in other TA mod-
ules (mazEF, dinJ-yafQ, psp), and in rmf. None showed a
phenotype in either log or stationary cultures. Given that
there are >10 TA modules in E. coli [37], which probably
are functionally redundant, this is not surprising. What is
surprising is that we saw a strong phenotype in the single
hipBA knockout strain. On the other hand, the lack of an
obvious phenotype of a ∆hipBA in log state (or in station-
ary minimal medium, Spoering and Lewis, unpublished)
points directly to other players obscuring HipBA under
these conditions.

Based on our findings, we proposed the following
model of persister production and antibiotic tolerance
(Fig. 8, see color insert). The ratio of a toxin/antitoxin
(such as HipA/HipB) in a population fluctuates, and rare
cells will express relatively high levels of a toxin. Cidal
antibiotics bind to a target protein and corrupt its func-
tion, generating a lethal product (for example, aminogly-

Fig. 6. The effects of toxin overexpression on persister formation. a) RelE was induced (squares) from pKD3035 (pBAD::relE) in MG1
(MC1000 ∆relBE) at time zero by adding 0.2% arabinose, and MG1 with a blank vector pBAD33 served as the control (triangles). Samples
were removed at indicated time points and plated for colony counts on LB agar plates containing ampicillin (100 µg/ml), chloramphenicol
(50 µg/ml), glucose (0.2%, to suppress the pBAD promoter), and 1 mM IPTG to induce RelB expression from pKD3033
(pA1/O4/O3::opSD::relB). b) Cells were cultured and RelE was induced as described above. After 3 h of RelE induction samples were
removed and treated with either cefotaxime (100 µg/ml), mitomycin C (10 µg/ml), ofloxacin (5 µg/ml), or tobramycin (25 µg/ml) for 3 h
at 37°C with aeration. Before and after the challenge the cells were plated on media as described in (a) for colony counts. The control
(MG1/pBAD; black columns) was challenged at a similar cell density to that of the relE induced cells (white columns). c) HM22 cells (K12
hipA7) were cultured as described above and at time 0 were moved to 30°C (squares) or kept at 37°C (triangles). d) HM22 cells were chal-
lenged at 30°C (white colums) as described in (b). Controls are HM22 (black columns) and HM21 (K12 hipA w.t.; gray columns) cells chal-
lenged at 37°C.
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cosides interrupt translation, resulting in misfolded pep-
tides that damage the cell). A toxin binds to the target and
inhibits the function, leading to tolerance. The antibiotic
can bind to the blocked target, but can no longer corrupt
its function. Inhibition of translation by a toxin such as
RelE will further cause a relative increase in the stable
toxin (due to antitoxin degradation) of this and other TA
modules, which might have an autocatalytic effect on
inhibition of translation, leading to a shutdown of other
cellular functions, and to dormant, tolerant persister
cells. Our observation of several TA modules upregulated

in persisters is consistent with this model. Antitoxins act
as repressors of TA modules, so a decrease in antitoxin
protein level will cause an induction in transcription,
which we observed in the gene profile of persisters.

Our gene profiling data also support the possibility of
persisters being dormant. A cluster of approximately 600
genes involved in metabolism and flagellar synthesis was
seen to gradually diminish in cells treated with ampicillin,
in accordance with our previous findings [33].
Interestingly, the same genes showed a further decrease in
isolated persisters, suggesting that these might have been
downregulated in persisters prior to the addition of antibi-
otic. Among these repressed genes were members of the
large operons involved in oxidative phosphorylation—
NADH dehydrogenase, ATP synthase, and cytochrome
O-ubiquinol oxidase. The general theme of this gene
cluster appears to be a decrease in non-essential genes
and a shutdown of metabolism, both consistent with a
dormant phenotype.

TA modules are widely spread among bacteria [38]
and might represent the essential mechanism responsible
for persister formation in different species. Production of
these phenotypic variants of the wild type appears to be
stochastic [47] and resembles individual variations in the
chemotactic behavior of E. coli [48, 49]. Persistence is a
reversible phenomenon. Overexpression of toxins inhibits
protein synthesis strongly but incompletely [40], which
may allow for the synthesis of a neutralizing antitoxin. An
even more effective mechanism for resuscitation of per-
sisters would be through expression of terminator RNA
(tmRNA), which releases ribosomes stalled on mRNA
lacking a termination codon. tmRNA has been shown to
counter the action of artificially expressed RelE and
MazF toxins [40]. Importantly, tmRNA synthesis may
proceed in cells with inhibited translation and might
therefore trigger the resuscitation process. Interestingly,
“toxins” appear not as damaging factors, but as their
opposite, proteins whose function is to protect the cell
from damage.

Identification of persister genes, including those
described in this work, will lead to a better understanding
of tolerance in general and of biofilm resistance to killing
in particular. Interestingly, “toxins” appear to be their
direct opposite, specialized protective proteins. So far,
studies aimed at identifying genes responsible for biofilm
resistance were limited to the bulk of the population [50],
which is fairly susceptible to therapeutic doses of antibi-
otics or may express resistance genes that act equally well
in exponentially growing cells [17, 51]. It is the persister
subpopulation however, present in all species studied,
which is responsible for the dramatic tolerance of biofilms
to unrelated antibiotics [18]. Identification of persister
genes is an important first step in understanding recalci-
trance of biofilms to antibiotic therapy, and it is likely to
shed light on other related but poorly understood phe-
nomena involving a dormant state, such as latent

Fig. 7. The effects of toxin deletion on persister formation. a, b)
K12 (wild type, rhombs), KL310 (∆relBE; triangles), and KL312
(∆hipBA; squares) were grown to stationary state (16-18 h) and
challenged with ofloxacin (5 µg/ml) (a) or mitomycin C
(10 µg/ml) (b). At the designated times a sample was removed and
plated on LB-agar plates for colony count. c) Biofilms (K12 (w.t.;
black columns) and KL312 (∆hipBA; white columns) were grown
at 37°C for 48 h, on LB agar to ~2·109 CFU/biofilm. They were
then exposed to LB agar plates containing 20 mM NaNO3 with or
without 5 µg/ml mitomycin C (left y-axis); and with or without
5 µg/ml ciprofloxacin (right y-axis). After a 24 h incubation,
biofilms were suspended by vortexing and sonicating in LB medi-
um, producing a cell suspension that was plated for colony counts.
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Mycobacterium tuberculosis infection [52, 53], “Viable
But Not Culturable Bacteria” [54, 55], and “uncul-
tivable” bacteria [56].

PERSISTERS AND PROGRAMMED CELL DEATH

We originally suggested that persisters might by cells
that turn off a programmed cell death (PCD) mechanism
[47] (see [57] for a review of PCD in a variety of organ-
isms). There are several cases of well-documented PCD
in bacteria, such as mother cell lysis during sporulation in
B. subtilis or lysis of the majority of Myxococcus cells,
which apparently provides nutrients to for the formation
of a fruiting body that produces spores [47]. Whether
death from antibiotics is a result of PCD process in bac-
teria remains an open question. The finding that persis-
ters are dormant cells provides a simple explanation for
their survival, which does not depend on the presence of
a PCD program.

Our finding of TA module involvement in persister
formation seems to be at odds with the reports of the
MazEF TA module causing cells death of E. coli under a
variety of (but not all) conditions [39, 58]. Similarly to
RelE, MazF inhibits translation, and causes reversible
inhibition of cell growth [41]. This would suggest that,
similarly to RelE and HipA, overexpression of MazF
should lead to production of persisters. But why would a
mazF mutant have a considerably better survival to heat,
nalidixic acid, and mitomycin C, for example [58]?

I suggest that a single underlying mechanism can sat-
isfactorily account for these seemingly irreconcilable dif-
ferences. We noted above that formation of persisters is
reversible. At the same time, it is reasonable to assume
that resuscitation of persisters is a probabilistic process
that depends on the level of the toxin, on the level of the
antitoxin that may be formed, and on other factors that
affect the process. In short, there are likely to be “unre-
suscitatable” persisters, which for all practical purposes
are dead. Perhaps antibiotics kill by producing such irre-
versible persisters? Would death by dormancy be adaptive
and amount to a PCD mechanism? These are some of the
intriguing questions regarding the biology of persisters
that await an answer.

I gratefully acknowledge my mentor and friend,
Professor Skulachev, who taught his students the art of
defining an intriguing problem.
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Fig. 2. Killing of logarithmic-phase, stationary-phase, and biofilm cultures by antibiotics. Plotted as CFU (colony-forming units)/ml
(upper panel) or as percent survival (lower panel). a) Ofloxacin. The limit of detection is indicated by the solid horizontal line.
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Fig. 2 (Contd.). Killing of logarithmic-phase, stationary-phase, and biofilm cultures by antibiotics. Plotted as CFU/ml (upper panel) or as
percent survival (lower panel). b) Carbenicillin. The limit of detection is indicated by the solid horizontal line.
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c

Fig. 2 (Contd.). Killing of logarithmic-phase, stationary-phase, and biofilm cultures by antibiotics. Plotted as CFU/ml (upper panel) or as
percent survival (lower panel). c) Tobramycin. The limit of detection is indicated by the solid horizontal line.
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Fig. 3. Model of biofilm resistance based on persister survival. An initial treatment with antibiotic kills planktonic cells and the majority of
biofilm cells. The immune system kills planktonic persisters, but the biofilm persister cells are protected from host defenses by the
exopolysaccharide matrix. After the antibiotic concentration drops, persisters resurrect the biofilm and the infection relapses.

Fig. 4. Antibiotic resistance versus tolerance.
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Fig. 5. Gene expression profile of isolated persisters. E. coli HM22 hipA7 cells were grown to mid-exponential and treated with 50 µg/ml
ampicillin. a) Samples were taken at indicated times and plated to determine live cells by colony count. b-d) Samples were stained with a
LIVE/DEAD kit and visualized with epifluorescent microscopy (bar, 50 µm). Green cells are live, while red cells, stained by normally
impermeant propidium iodide, are dead. Note the extensive red background due to cellular debris, as well as dead intact cells in the 30 min
sample. e) Scatter plot of absolute gene expression at 180 min vs. 30 min. Red lines indicate 2-, 3-, and 30-fold changes, respectively. f)
Cluster analysis of persister gene expression profile obtained with Affymetrix Self-Organizing Map (SOM). The profile was obtained by
hybridizing labeled mRNA from samples (0, 5, 15, 30, 180 min) to Affymetrix E. coli gene chips. The cluster shown indicates the expres-
sion profile of genes specifically upregulated in persisters (180 min). The red line indicates average signal intensity. g) Heatmap of selected
genes from the cluster (f) generated with Spotfire Decisionsite 7.2.
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Fig. 8. A model of persister formation and antibiotic tolerance. A) Chromosomal Toxin/Antitoxin modules are coded by two-gene oper-
ons, with the antitoxin usually acting as a repressor. Once synthesized, the toxin and antitoxin form a stable inactive complex. The antitoxin
is labile and can be degraded by proteases. B) A random fluctuation in relative toxin/antitoxin concentration (a) will produce free active
toxin leading to an inhibition of a target function, such as protein synthesis. Suppression of translation will lead to a decrease in the level of
this, as well as additional labile antitoxins, producing a distinct population of persister cells with a set of elevated toxin proteins (b). C) Cidal
antibiotics bind to a target protein and corrupt its function. This generates a lethal product (for example, aminoglycosides interrupt trans-
lation, resulting in misfolded peptides that damage the cell). A toxin binds to the target and inhibits the function, leading to tolerance. The
antibiotic can normally bind to the blocked target, but can no longer corrupt its function. This accounts for antibiotic tolerance of persis-
ter cells.


