
Cell death as an essential aspect of the normal func-
tioning of multicellular organisms has been recognized to
some degree since antiquity. The fact that some structures
were transitory and ultimately committed to disappear
was known since Galen observed the transitional state of
the fetal arterial duct, which allows the direct circulation
of blood from the pulmonary artery to the aorta while
bypassing the fetal lung. The disappearance of this struc-
ture at birth is a necessary physiological development.
Obviously, Galen did not directly address cell death, the
concept of the cell not being introduced into the scientif-
ic consciousness until 1839 by Schleiden and Schwann.
However, almost immediately after the identification of
the cell came a description of cell death in Vogt’s 1842
observations on amphibian metamorphosis [1]. Officially
recognized in 1871 as both a pathological and physiolog-
ical occurrence [2], the phenomenon of cell death was
explored for an entire century before a satisfactory expla-
nation of its function was forwarded. This may be due in

part to focus of early investigations on the conditions or
stimuli resulting in cellular demise. The observation of
cell death during development led to its characterization
by certain investigators as a programmed event [3-6],
whereas those investigators addressing this phenomenon
in the context of cellular insult maintained cell death to
be merely a passive response to the damage incurred.
Moreover, the myriad stimuli resulting in cell death—hor-
mone withdrawal, glucocorticoid treatment, chemical
treatment, cellular injury, irradiation, hypoxia, DNA
damage, death receptor binding, etc.—provided conflict-
ing reports of the extent and means of cell death.

In 1972, Kerr, Wyllie, and Currie forwarded a theory
of cell death that reconciled the two schools of thought.
Defining necrosis as a “violent” form of cell death initi-
ated by environmental stimuli and resulting in the rapid
disruption of cellular homeostasis, Kerr et al. presented
the term “apoptosis” as an alternative, programmed form
of cell death [7]. From the Greek term for the “dropping
off” of petals or leaves from a healthy plant, apoptosis
provided a highly regulated form of cell death compli-
menting mitosis and cell growth, while allowing for the
rapid and less tightly controlled necrotic cell death
observed in response to numerous stimuli.

Subsequent work went into the further classification
of these types of cell death. Based on morphological alter-
ations observed across tissue types and environmental
conditions, these classifications proved more useful than

Biochemistry (Moscow), Vol. 70, No. 2, 2005, pp. 231-239. Translated from Biokhimiya, Vol. 70, No. 2, 2005, pp. 284-293.
Original Russian Text Copyright © 2005 by Bras, Queenan, Susin.

REVIEW

0006-2979/05/7002-0231 ©2005 Pleiades Publishing, Inc.

Abbreviations: AIF) apoptosis-inducing factor; BH) Bcl-2
homology domain; HtrA2) high temperature requirement pro-
tein A2; OPA1) optic atrophy type 1 protein; Smac/DIABLO)
second mitochondria-derived activator of caspase/direct IAP
binding protein with low pI; TNF) tumor necrosis factor;
TRAIL) TNF-related apoptosis-inducing ligand; XIAP) X-
linked inhibitor of apoptosis.
* To whom correspondence should be addressed.

Programmed Cell Death via Mitochondria:
Different Modes of Dying

M. Bras, B. Queenan, and S. A. Susin*

Apoptose et Systeme Immunitaire, Institut Pasteur, CNRS-URA 1961, 25 rue du Dr. Roux,
75015 Paris, France; fax: +33-1-4061-3186; E-mail: susin@pasteur.fr

Received September 13, 2004

Abstract—Programmed cell death (PCD) is a major component of normal development, preservation of tissue homeostasis,
and elimination of damaged cells. Many studies have subdivided PCD into the three categories of apoptosis, autophagy, and
necrosis based on criteria such as morphological alterations, initiating death signal, or the implication of caspases. However,
these classifications fail to address the interplay between the three types of PCD. In this review, we will discuss the central role
of the mitochondrion in the integration of the cell death pathways. Mitochondrial alterations such as the release of
sequestered apoptogenic proteins, loss of transmembrane potential, production of reactive oxygen species (ROS), disruption
of the electron transport chain, and decreases in ATP synthesis have been shown to be involved in, and possibly responsible
for, the different manifestations of cell death. Thus, the mitochondria can be viewed as a central regulator of the decision
between cellular survival and demise.

Key words: apoptosis, ATP, autophagy, Bcl-2, mitochondria, necrosis-like PCD, ROS



232 BRAS et al.

BIOCHEMISTRY  (Moscow)  Vol.  70   No. 2   2005

those based on the numerous external stimuli resulting in
cellular demise. Although specific works concerning the
usage of nuclear phenotypes [8], the fate of the cytoskele-
ton [9], caspase activation, or alterations to intracellular
organelles [10] have provided insights into the mecha-
nisms of cell death, for the purposes of this review we will
follow Clarke’s classification of programmed cell death
(PCD) according to lysosomal involvement [11].

An expansion of Schweichel and Mercer’s 1973 lyso-
somal characterization of cell death, Clarke’s model
names apoptosis as type I PCD, marked by cell shrinkage,
oligonucleosomal DNA fragmentation, chromatin con-
densation leading to the appearance of pyknotic nuclei,
and controlled disintegration of the cell into so-called
apoptotic bodies. As in Schweichel and Mercer’s system,
this form of cell death involves heterophagocytosis, with
no apparent involvement of the cell’s own lysosomes.
Biochemical evidence has indicated the caspase family of
cysteine protease as well as certain proteins of the mito-
chondria to be mediators of type I PCD.

By contrast, type II PCD under both classification
systems is marked by the autophagocytosis of cellular
organelles. The Greek word autophagy meaning “self-
eating”, this form of cell death is characterized primarily
by the formation of autophagic vacuoles, as well as by the
dilation of the mitochondria and the endoplasmic reticu-
lum (ER) and the slight enlargement of the Golgi. There
is some controversy as to the origin of the autophagic vac-
uoles, with Golgi [12, 13], ER [13], and the inward bleb-
bing of the plasma membrane suggested [11, 13].
Regardless of their origin, these double-membraned
autophagic vesicles ultimately fuse with lysosomes where
the sequestered cytoplasmic components may be degrad-
ed prior to heterophagocytosis of cellular remains.

Type III, or necrosis-like, PCD is characterized by
the absence of lysosomal implication and can be subdi-
vided into two categories (III A and III B types). Both are
marked by swelling of the intracellular organelles, break-
down of the plasma membrane, and disintegration of the
cytoplasm although type III B PCD involves a more
moderate destruction of the cytoplasm, in conjunction
with dilation of the cisternae of the rough ER and the
ability of the dying cell to be heterophagocytosed [11].

Although these classification systems provide a use-
ful tool in the study of cell death, they do not reflect the
sophisticated interplay between the forms of PCD.
Observed morphologies are quickly identified as one of
the three characterized forms of cell death in the hopes of
providing immediate therapeutic applications. However,
the commendable desire to develop new strategies in the
treatment of cancer and neurodegenerative diseases may,
in fact, hinder a deeper understanding of cell death as an
integration of multiple pathways.

Indeed, biochemical investigations into the mecha-
nisms of cellular demise have provided evidence for the
centrality of the mitochondrion in integrating the pletho-

ra of cell death signals. Initially considered as the source
of cellular energy, the mitochondrion has revealed itself to
be a key regulator of the decision between life and death.
Jacobsen and Duchen claim the discoveries of the past ten
years dictate a new mitochondrial biology [14], encom-
passed in the principle that “what nourishes me, destroys
me.” It hardly seems unreasonable to think that the
organelle that provides the energy necessary for cell sur-
vival should also play a central role in dictating death. In
fact, the mitochondrion has been shown not merely to
receive and coordinate cell death signals but to generate
them.

MITOCHONDRIAL RELEASE
OF APOPTOGENIC PROTEINS

One of the best characterized mechanisms used by
mitochondria to induce cell death is the release of pro-
apoptotic proteins into the cytosol (Fig. 1, see color
insert). Mitochondria are very specialized organelles con-
taining an outer membrane (OM) separated from an
inner membrane (IM) by an intermembrane space (IMS)
containing many proteins implicated in cell death induc-
tion following their release from mitochondria. These
IMS proteins include caspase-independent death effec-
tors such as nucleases and/or proteases, as well as caspase
activators. In addition, certain pro-apoptotic proteins
seem to be sequestered in the mitochondrial cristae [15],
the pleiomorphic involutions of the IM that increase the
surface area for the electron transport chain.

Cytochrome c, the first molecule shown to be
released from mitochondria in the induction of apoptosis,
normally functions in energy production but, upon
release from mitochondria, complexes with apoptosis
protease-activating factor 1 (Apaf-1), dATP, and procas-
pase-9 to form the apoptosome [16-20]. This high molec-
ular weight complex with seven-fold symmetry can then
activate downstream effector caspases, which dictate the
apoptotic response [21]. Cytochrome c binds Apaf-1
through the latter molecule’s WD-40 repeats, increasing
the affinity of Apaf-1 for dATP and inducing a subsequent
conformational change that exposes the caspase-recruit-
ment domains (CARD) of Apaf-1. These domains inter-
act with procaspase-9 to generate a holoenzyme capable
of activating caspases-3 and -7. A proteolytic cascade is
then initiated with the cleavage of procaspases -2, -6, -8,
and -10, leading to the dismantling of the cell [22, 23].

The apoptosome appears to be under the regulation
of the inhibitor of apoptosis protein, XIAP, which has
been shown to bind the activated forms of caspase-3 and
-9, blocking apoptosome-mediated caspase activation
[24]. The inhibitory effects of XIAP can be overcome by
the antagonizing functions of Smac/DIABLO and
Omi/HtrA2, two mitochondrial IMS proteins possessing
tetrapeptide IAP binding domains. Released upon apop-
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totic stimulation, both Smac/DIABLO [25, 26] and
Omi/HtrA2 [27-29] antagonize IAP inhibition of caspas-
es, although the latter is also a serine protease that can
proteolytically cleave and inactivate IAP proteins.
Moreover, recent data has shown that Omi/HtrA2 can
induce caspase-independent cell death via its serine pro-
tease activity and direct association with cell surface
death receptors [30, 31].

In addition to proteins that trigger or enhance cas-
pase activation, proteins such as AIF and endonuclease G
are also released from mitochondria and provoke caspase-
independent DNA degradation. The flavoprotein AIF
translocates from the mitochondria to the nucleus where
it is apparently involved in the large-scale DNA fragmen-
tation and peripheral chromatin condensation seen in
type I PCD [32, 33]. This activity of AIF, as well as the
phosphatidylserine exposure and the disruption of the
mitochondrial transmembrane potential, seem to pro-
ceed without any intrinsic nuclease activity [32]. The
mitochondrial protein endonuclease G (Endo G) appears
to work in conjunction with both AIF and the caspase-
activated DNase CAD/DFF40 in chromatin condensa-
tion and nuclear degradation [34-36]. Although it is
unclear to what extent each factor controls large-scale or
oligonucleosomal DNA fragmentation, the combined
activities of AIF and Endo G as well as CAD provide an
efficient means of destroying nuclei under a variety of
apoptotic conditions.

HOW DOES IT WORK?

The release of these mitochondrial factors is obvi-
ously of critical importance to the progression of cell
death. However, the precise molecular mechanism by
which apoptogenic proteins are released from mitochon-
dria is still controversial. Different models have been pro-
posed, with many implicating the permeabilization of the
OM (Fig. 2, see color insert). The mitochondrial perme-
ability transition pore (PTP), consisting of the ANT pro-
tein (Adenine Nucleotide Translocator), the VDAC
(Voltage Dependent Anion Channel), the benzodiazepine
receptor, and cyclophilin D, is thought to play an impor-
tant role [37, 38]. Opening of this PTP by various stimuli,
including disruption of Ca2+ homeostasis, is thought to
result in mitochondrial swelling and rupture of the OM,
leading to the nonspecific release of proteins from the
IMS [37, 39]. A variation of this model has been proposed
upon the demonstration of an interaction of the pro-
apoptotic Bcl-2 family member, Bax, with ANT [40] and
VDAC [41]. Furthermore, the induction of mitochondri-
al permeability transition (MPT) has been linked to tBid
regulation of the VDAC [42].

Other Bcl-2 family members have since been shown
to have a regulatory function in the release of mitochon-
drial factors. Figure 3 (see color insert) shows the pro-

and anti-apoptotic members of the Bcl-2 family, with the
latter group possessing the protective BH4 domain [43-
48]. X-Ray analysis of Bcl-XL structure provided a model
of the interaction between anti-apoptotic and pro-apop-
totic Bcl-2 family proteins: the hydrophobic pocket gen-
erated by the α-helices of the BH1, BH2, and BH3 Bcl-2
homology domains can interact with the BH3 domain of
pro-apoptotic proteins [49, 50]. Sequence homology
between Bcl-XL and certain bacterial toxins that function
through the formation of membrane channels (e.g., diph-
theria toxin and the colicins [49]) provided the first evi-
dence of the direct regulation of OM permeability by the
Bcl-2 protein family [49, 51]. Subsequent investigations
into the structure of Bax [52, 53], Bcl-2 [54], and the
cleaved form of Bid [55] have revealed similar channel-
forming abilities.

Bax or Bak activation by the cleaved form of the
BH3-only protein, Bid (tBid), results in their homo-
oligomerization within the OM, with subsequent release
of apoptogenic proteins and induction of cell death [56,
57]. These alterations are under the negative regulation of
Bcl-2 and Bcl-XL [58-61]. In artificial membranes com-
posed of mitochondrial lipids, the channel-forming abil-
ity of Bax under the regulation of tBid induces
cytochrome c release from liposomes, an activity depend-
ent on the mitochondrial lipid, cardiolipin, and
inhibitable by Bcl-XL [62].

An additional level of complexity was recently pro-
vided by Douglas Green’s laboratory as they demonstrat-
ed a new role in cell death induction for the tumor sup-
pressor, p53. p53 is known to activate the transcription of
genes such as Noxa, Puma, Bax, Apaf-1, Fas, as well as to
repress transcription of Bcl-2 and IAP genes [63-65].
However, independent of its transcriptional control of
these genes, p53 has also been shown to engage the apop-
totic program by directly activating Bax to permeabilize
mitochondria. p53 also facilitated the release of both
multi-domain and BH3-only pro-apoptotic proteins pre-
viously sequestered by Bcl-XL [66].

The Bcl-2 family appears not merely to regulate
mitochondrial permeability but also mitochondrial mor-
phology. In addition to triggering Bax and Bak homo-
oligomerization [56, 57], tBid induces a striking remodel-
ing of mitochondrial structure, associated with induction
of membrane curvature and mobilization of the
cytochrome c stores in the cristae [15]. Although some
controversy exists over the mitochondrial localization of
cytochrome c, it has been proposed that approximately
85% of mitochondrial cytochrome c is either sequestered
in cristae [15] or bound to IM cardiolipin [67, 68].

Mitochondrial remodeling during cell death may
therefore represent an interface between the death path-
ways and the normal regulation of mitochondrial shape
and division. Mitochondria are dynamic organelles that
exist as a network that often changes shape and subcellu-
lar distribution. This interconnected network provides an
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efficient system for delivering energy between different
areas of the cell with its optimal functioning determined
by the equilibrium between fission and fusion events [69-
71]. Strong evidence suggests that the members of the
dynamin family of GTPases are key factors in the regula-
tion of mitochondria morphology. Dynamins are tradi-
tionally involved in the scission of a wide range of vesicles
and organelles, including clathrin coated vesicles and
caveolae [69-71]. Dynamin-related protein 1 (Drp-1), a
GTPase that translocates from the cytosol to punctuate
foci on the OM [72], seems to control mitochondrial fis-
sion, whereas fusion is under the regulation of several
proteins including OPA1, which localizes to the IMS
tightly bound to the IM [73]. Accumulating evidence
implicates the dynamin family proteins in type I PCD
induction. Indeed, OPA1 downregulation assays induce
mitochondrial fragmentation, cristae remodeling,
cytochrome c release, and caspase-dependent apoptosis
[74], whereas Drp1 dominant negative mutant overex-
pression blocks cell death induced by staurosporine [75].

DISRUPTION OF THE ELECTRON TRANSPORT
CHAIN AND ROS PRODUCTION

Although there is some debate concerning its kinet-
ics with respect to cytochrome c release, loss of trans-
membrane potential is considered a major determinant in
the cellular commitment to death. The IM transmem-
brane potential is often used as an indicator of cellular
viability, as the proton gradient across the IM enables the
energetically unfavorable production of ATP, the cellular
energy source. Thus, disruptions to this transmembrane
potential (attributed to MPT of the IM [76]) have severe
consequences in mitochondrial respiration, energy pro-
duction, and, accordingly, cell survival.

The mitochondrial respiratory chain, composed of
four complexes coupled to the FoF1-ATPase, functions
through the transfer of electrons from the NADH-
FADH2 reducing equivalent to molecular oxygen.
Electron transport along the respiratory chain generates
mitochondrial membrane potential, as protons are
pumped out of the matrix across the IM. This electro-
chemical gradient is essential for ATP synthase activity in
the oxidative phosphorylative pathway, as well as for
import of mitochondrial proteins and regulation of
metabolite transport [77].

A frequent occurrence in the mitochondrial electron
transport chain is the escape of an electron, most fre-
quently at complexes I (NADH-ubiquinone oxidoreduc-
tase) and III (ubiquinol-cytochrome c oxidoreductase)
[78]. The reaction of the renegade electron with molecu-
lar oxygen results in the production of an oxygen radical
which is normally converted by the cell into hydrogen
peroxide or other reactive oxygen species (ROS), includ-
ing hydroxyl radicals and superoxide anions before elimi-

nation [78, 79]. Disproportionate intracellular ROS levels
cause significant damage, which may trigger physiological
turnover of organelles via autophagy or may result in the
complete destruction of the cell via one or more of the
PCD pathways. Once again, the mitochondria are partic-
ularly involved in the determination of the response to
intracellular damage. Incomplete reduction of molecular
oxygen during the process of oxidative phosphorylation
may induce dramatic cellular damage including lipid per-
oxidation or DNA damage [80]. ROS production, caused
by leakiness of the electron transport chain, has been
shown to induce damage to the mitochondrial membrane
and a coincidental release of cytochrome c [81].
Interestingly, cytochrome c normally plays a role in the
generation of ATP via the electron transport chain. Thus,
minor disruptions to mitochondrial respiration may be
amplified, resulting in a more rapid induction of cell
death. However, type III PCD induced by CD47 ligation
is characterized by the loss of the mitochondrial trans-
membrane potential and ROS generation, but not by the
release of cytochrome c [82, 83]. These observations sug-
gest that mitochondrial damage may not be identical
across all three forms of PCD and may therefore dictate
the cellular response to death stimuli.

Adding an additional level of complexity to the mito-
chondrial regulation of cell survival is the dual activity of
AIF, which both promotes caspase-independent apoptot-
ic DNA fragmentation and maintains normal mitochon-
drial function in living cells in a manner similar to that of
cytochrome c. Structurally, AIF contains an N-terminal
FAD-binding domain, a central NADH-binding domain,
and a unique C-terminal domain [84, 85]. Furthermore,
NADH-oxidase activity of AIF has been demonstrated in
vitro, although this activity is seemingly not required for
its pro-apoptotic function [86]. Since harlequin mice
with an 80% reduction in AIF expression display
increased oxidative stress, marked by increased lipid per-
oxidation and compensatory increases in the activity of
catalase and glutathione reductase [87], it has been pro-
posed that AIF may act via its oxyreductase activity as a
ROS scavenger under normal conditions [87, 88].
Depending on its localization, AIF could have a dual
function: while contained within mitochondria, AIF
could act as a ROS scavenger to promote cellular viabili-
ty whereas, once released into the cytosol, it could enable
intracellular ROS accumulation.

Cancer cells undergo increased respiration even
under high levels of oxidative stress, an observation par-
tially explained by the frequently hyperpolarized IM of
their mitochondria. Both of these findings imply a higher
degree of ROS generation and possibly an increased sen-
sitivity to inhibitors of ROS elimination. Huang and
coworkers demonstrated an increased sensitivity of
leukemic cells to drug-induced apoptosis following treat-
ment with inhibitors of both ROS elimination and com-
plex I of the respiratory chain [89]. Interestingly, such a
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disruption of the electron transport chain has been linked
to direct caspase cleavage of a complex I subunit upon
apoptotic stimulation [90], indicating that deliberate
impairment of mitochondrial function may be a mecha-
nism of inducing PCD.

MITOCHONDRIAL ATP PRODUCTION

It follows that disruptions to the mitochondrial elec-
tron transport chain would result in diminished ATP pro-
duction and consequently in a striking perturbation of the
bioenergetic state of the cell. This disturbance has reper-
cussions on a number of levels, both indicating the neces-
sity of cell death as well as dictating the means to that end
[91]. The inhibition of ATP production has been observed
in both type I and type III PCD. However, this phenom-
enon occurs relatively late in type I PCD, as the complete
apoptotic program involves the energy-dependent forma-
tion of the apoptosome and hydrolysis of macromole-
cules. By contrast, type III PCD is characterized by an
early loss of ATP synthesis and seems to proceed in con-
ditions of low cytosolic ATP levels [37]. Thus ATP seems
to play an active role in determining the cell death path-
way engaged under various metabolic conditions. Leist et
al. found that depletion of cellular ATP levels by an ATP
synthase inhibitor, oligomycin, mediated the switch from
apoptosis to necrosis in leukemic cells [92]. Cells treated
with known apoptosis inducers, staurosporin (STP) and
anti-CD95, died exclusively by necrosis when pretreated
with oligomycin. Both the characteristic laddering of
DNA and exposure of phosphatidylserine on the outer
leaflet of the plasma membrane were not observed when
cells were depleted of ATP below a critical level, but both
apoptotic activities were restored upon glucose addition.
Similar results were obtained with inhibitors of complex
III of the respiratory chain [93].

As mentioned above, direct caspase cleavage of a
complex I subunit of the mitochondrial respiratory chain
has been found in the apoptotic pathway [90]. ROS pro-
duction as well as loss of transmembrane potential and
respiratory ability was prevented by expression of a non-
cleavable subunit of this complex. Thus, damage to the
mitochondrial respiratory chain may not be merely a con-
sequence of PCD, but can be specifically induced as a
critical component of certain forms of cell death. Of par-
ticular interest is the discovery that the pro-apoptotic
BH3-only protein, BAD, is an important regulator of glu-
cokinase activity and, accordingly, mitochondrial respira-
tion [94]. The Bcl-2 family of proteins may therefore reg-
ulate cell death through control of respiratory function, as
well as mitochondrial permeability and morphology.

ATP dependency has been observed for the
autophagic type II pathway, seemingly at the lysosomal
level [95], perhaps providing a possible determinant in the
degree of autophagy observed. Autophagy is the primary

means of physiological organelle turnover [96], helping to
maintain the balance between protein synthesis and
degradation. Furthermore, autophagic PCD has been
recently revealed to be a possible defense mechanism
against non-lethal cellular insult [13, 97]. However, the
signal to proceed from the normal degradation of dam-
aged or aged organelles to the complete autophagic
destruction of the cell remains to be determined. Once
again, evidence exists for the importance of the mito-
chondria in this decision, as Beclin-1 and Hspin1—both
implicated in the autophagic pathway—interact with Bcl-
2 [98, 99]. Furthermore, yeast expression of Bax can
induce a form of cell death sharing characteristics of both
apoptosis and autophagy [100].

Given the preferential sequestration of mitochondria
in autophagic vacuoles and the ATP-dependent nature of
type II PCD, it seems plausible that the mitochondria
may determine the degree of autophagic degradation.
Guimaraes and Linden [101] propose the mitochondrial
permeability transition (MPT) to be the critical determi-
nant in the execution of cell death, as the permeabiliza-
tion of mitochondria has been observed in apoptosis,
autophagy, and necrosis. Limited MPT was suggested to
result in autophagy, with more extensive permeabilization
inducing apoptosis. This milder mitochondrial damage
would provide sufficient energy for ATP-dependent
autophagic and apoptotic PCD. However, MPT in the
vast majority of mitochondria would stimulate a necrotic
response [101], produced when the extensive mitochon-
drial damage resulted in complete uncoupling of oxida-
tive phosphorylation. Such uncoupling was suggested by
Lemasters et al. to result in ROS production, as well as
uncontrolled hydrolysis of ATP by the inner membrane
ATPase [102].

CONCLUSION AND PERSPECTIVES

It becomes increasingly obvious that attempts to
sequester observed cell death phenomena into one of
three neatly-defined categories may, in fact, hinder a
deeper understanding of the cell death machinery.
Emerging evidence seems to indicate the interdepend-
ence, rather than the autonomy, of the programmed cell
death pathways. Although certain authors maintain that
apoptosis, autophagy, and necrosis define a continuous
spectrum of cell death events [92, 93, 101, 103, 104], it
can be argued that the pathways may be simultaneous
means to the same end.

Apoptosis and necrosis have been shown to be more
tightly linked than once believed, when the two deter-
mined the dichotomy of cell death. FAS receptor ligation,
which normally induces the classical caspase-mediate
apoptotic pathway, induces necrosis in caspase-8 defi-
cient Jurkat cells [105]. The paradigm anti-apoptotic
proteins, Bcl-2 and Bcl-XL, have been shown to confer
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protection against both apoptosis and necrosis [106],
while mitochondrial insertion of the BH3-only protein,
BNIP3, induces necrosis-like PCD [107]. Necrosis has
even been shown to serve as a substitute for caspase-
mediate apoptosis during development. [108].

Similarly, the relationship between autophagy and
apoptosis has become more complicated. The classic
autophagic inhibitor 3-methyladenine (3-MA) sensitizes
colon cancer cells to apoptosis [109], implying that the
two pathways may complement each other. Tumor necro-
sis factor (TNF)-related apoptosis-inducing ligand
(TRAIL) mediates lumen formation in the MCF-10A
cell line by simultaneously inducing apoptosis and
autophagy [110]. Furthermore, early 3-MA treatment of
leukemic cells prevents autophagosome formation, as
well as DNA fragmentation and cytolysis in TNF-α-
dependent apoptosis, whereas late 3-MA treatment does
not, suggesting that early stages of autophagy may some-
times be required for apoptosis [111].

One of the most interesting examples of the interplay
between the three major cell death pathways is the tamox-
ifen treatment of MCF-7 cells. Bursch et al. [112] found
that high doses of tamoxifen induced a necrotic cell death
that was not inhibited by estradiol treatment. However, at
lower doses an estradiol-inhibitable autophagic cell death
was found to precede the appearance of apoptotic nuclear
condensation. Moreover, both autophagic vacuole forma-
tion and apoptotic nuclear condensation were prevented
by 3-MA treatment [112].

These examples indicate the necessity of further
research into the kinetics of cell death activation as well as
execution. Besides, the metabolic considerations men-
tioned above, considerations of rate-dependency of the
PCD pathways must be addressed. Is the simultaneous
activation of two or more cell death pathways a more effi-
cient route to cellular dismantling? Expression of either
(anti-apoptotic) Bcl-XL or a (anti-autophagic) domi-
nant-negative TRAIL receptors delayed lumen formation
in MCF-10A cells, although only simultaneous expres-
sion prevented cell death [110]. Although this would seem
to indicate a synergistic, or at least cooperative, relation-
ship between the two pathways, autophagy has been pro-
posed to delay apoptosis by sequestering the mitochondr-
ial stores of cytochrome c, thus providing a window of
opportunity for non-lethally damaged cells to recover
[109]. Similar evidence that autophagy can promote cell
survival in the face of caspase-mediated apoptosis was
presented by Inbal et al. [113]. In cells undergoing cas-
pase-dependent nuclear fragmentation, TNF-receptor 1
induced a caspase-independent autophagy which, when
inhibited, increased sensitivity to apoptosis. Are back-up
cell death pathways automatically activated but not
detected due to a faster execution of the so-called domi-
nant pathway? Marsden et al. suggest the apoptosome to
be an amplifier, not an essential component, of the cas-
pase-dependent apoptotic pathway [114]. This would

place the formation of the apoptosome, dependent on
cytosolic levels of dATP, cytochrome c, Apaf-1, and cas-
pase-9, as the rate-limiting step with slower, alternate
pathways only detected in the absence of these apopto-
some components.

Thus, investigations into the preferential, as opposed
to exclusive, activation of cell death pathways may aid in
the understanding of the mechanisms of PCD. Although
the interconnected nature of the cell death mechanisms
initially seems to frustrate efforts to find therapeutic
applications in the treatment of cancer and neurodegen-
erative diseases, it is exactly this sophisticated interplay
that serves as a defense against these debilitating condi-
tions. Moreover, while the centrality of the mitochondria
may help illustrate the importance of an integrative
approach to cell death research, this approach should be
applied to other endeavors. Just as it should not be
assumed that cell death proceeds exclusively via one path-
way, it should not be assumed that it proceeds exclusively
via one organelle.
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Fig. 1. Many cell death stimuli converge at mitochondrial level to induce mitochondrial outer membrane permeabilization (MOMP) and
subsequent release of pro-apoptotic proteins including AIF, cytochrome c, Endo G, Omi/HtrA2, and Smac/DIABLO. See text for details.
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Fig. 2. The mechanisms responsible for mitochondrial outer membrane permeabilization are still controversial. In fact, many models have
been observed: a) The Permeability Transition Pore (PTP). PTP consists of several proteins including Voltage Dependant Anion Channel
(VDAC), Adenine Nucleotide Translocator (ANT), cyclophilin D (CypD), and peripheral benzodiazepine receptor (PBR). Release of the
apoptotic mitochondrial factors results from PTP opening; b) in a variation of the previous model, pro-apoptotic members of the Bcl-2
family such as Bax interact to VDAC and/or ANT to induce mitochondrial permeabilization; c) release of pro-apoptotic proteins exclu-
sively depends on the balance between pro and anti-apoptotic Bcl-2 family members. In this model, BH3-only proteins (such as Bid, Bim,
Puma, and Noxa) play a crucial role in pro-apoptotic Bax and Bak activation.
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Fig. 3. The Bcl-2 family members are potent regulators of cell death and are able to influence the permeability of the mitochondria.
According to their Bcl-2 homology domain (BH), they can be subdivided into two categories: anti-apoptotic members and pro-apoptotic
members. The BH3-only proteins cannot kill in the absence of Bax and Bak. The BH1, BH2, and BH3 region of the anti-apoptotic and
maybe of the BH multi-domain sub-family generate a hydrophobic pocket which can interact with the BH3 domain of the pro-apoptotic
proteins. Most of the Bcl-2 family members possess a carboxy-terminal transmembrane domain (TM) implicated in their targeting to intra-
cellular membrane. In Bax and Bcl-w, the C-terminal tail is engaged in the hydrophobic pocket and should fit to allow insertion in the
membrane. See Cory et al. for review [115].


