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Abstract—Electron tomography allows computing three-dimensional (3D) reconstructions of objects from their projections
recorded at several angles. Combined with transmission electron microscopy, electron tomography has contributed greatly to
the understanding of subcellular structures and organelles. Performed on frozen-hydrated samples, electron tomography has
yielded useful information about complex biological structures. Combined with energy filtered transmission electron
microscopy (EFTEM) it can be used to analyze the spatial distribution of chemical elements in biological or material sciences
samples. In the present review, we present an overview of the requirements, applications, and perspectives of electron tomo-

graphy in structural biology.
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Methods for elucidating three-dimensional (3D)
structures of subcellular components constitute one of the
largest assets of modern biology because they allow
understanding of structure—function relationships at the
molecular level. Structural analysis by X-ray diffraction
and nuclear magnetic resonance (NMR) has brought
considerable structural information on individual pro-
teins and small protein complexes. However, cellular
machines, made up of multiple complex components,
remain inaccessible to these structural techniques.
During the last half of the XX century, the developments
of microelectronics and data processing have made trans-
mission electron microscopy (TEM) a powerful tool for
the study of those cellular machines too complex to be
analyzed by X-ray or NMR. Indeed, the resolution of
three-dimensional reconstructions is increasing thanks to
the design of new electron microscopes presenting a more
coherent beam (field emission gun microscopes)
equipped with digital recording systems. Moreover, the
increase in the storage and computing powers of the data-
processing equipment made possible the processing of a
greater amount of data as well as the application of pow-
erful algorithms for image analysis and 3D-reconstruc-
tion. In parallel, the techniques for sample preparation
for TEM have also evolved. Thus, methods that allow
observing samples in vitreous ice (cryo-microscopy)
avoid the artifacts of negative staining and allow a better
safeguarding of the biological material by removing the
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effects of dehydration [1-3]. All these technical and
methodological developments have made it possible to
achieve 3D-reconstructions of macromolecular complex-
es by TEM (single particle analysis) at resolutions allow-
ing fitting to X-ray or NMR structures [4, 5]. It is then
possible to analyze the interactions that stabilize the
macro-complexes and to look further into the compre-
hension of their structure. In this context, another asset of
TEM combined with the digital analysis of images is to
study conformational changes of protein or macromolec-
ular complexes without passing by the limiting step of
crystallization. Indeed, with TEM it is possible to direct-
ly observe individual proteins and complexes in solution
in different conformational states induced by substrates,
effectors, or inhibitors. TEM thus evolved from morpho-
logical description to the study of dynamic processes.

In the last 20 years, following the automation of the
image recording process under the microscope, a new 3D
approach has been born: electron tomography [6, 7].
Electron tomography is based on the acquisition of a
small number of projections (100-200) from an individual
object. These projections are aligned and combined, to
generate a three-dimensional reconstruction of the origi-
nal object. A standard tomographic reconstruction
process is constituted of the steps detailed in Fig. 1. At
least two types of software are required to perform elec-
tron tomography: software for automatic recording of
images at different tilt angles on the electron microscope
and software for image analysis to reconstruct and ana-
lyze the volumes.
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Fig. 1. Different steps required for electron tomography and effects of the missing wedge. The left panel in the “acquisition” step shows
some of the projections obtained between —60 and +60° of the object shown in the original data (top). These projections have been calcu-
lated to simulate drift during acquisition. The projections are then centered as shown in the left panel of the “alignment” step before com-
puting a 3D-reconstruction. The left panel in the “reconstruction” step shows ten sections of the computed volume. The effects of the miss-
ing wedge are evidenced by the loss of information observed when planes are compared with the original data (top). To compensate for the
missing wedge, a second set of projections can be generated by rotating 90° the volume in the horizontal plane, as shown in the right panel
of the “acquisition” step. These projections are centered (right alignment panel) and a 3D-reconstruction calculated (right reconstruction
panel). The missing wedge present in the reconstruction computed from the data set in right panels is perpendicular to the one observed in
the volume calculated from the data set on the left panel. The combination of the two volumes (double axis tomography) reduces the miss-
ing wedge effects as shown in the “volume registering and merging” raw resulting in a 3D-reconstruction similar to the original data.

Numbers in images correspond to the projections or sections numbers.

Electron tomography gives access to structural infor-
mation at subcellular organization levels. Thus, volumes
of mesoscopic objects (size between 0.1 and 1.0 pm) can
be computed and analyzed [8-12]. Since electron tomo-
graphy is based on the recording of projections of a single
object oriented at different angles in space, the recon-
struction process implies the determination for each pro-
jection of its relative orientation and the combination of
all the projections to recover the original object [12]. This
approach has made it possible to obtain 3D information
on cellular structures like kinetocores [13], Golgi appara-
tus [14], mitochondria [15], and basal bodies [16] with
microscopes operating at high voltage (1 MV). Other
structures have been solved using standard microscopes
(voltage <300 kV, LaB, or field-emission gun cathodes)

such as chitin secretion organelles [17], bacteriophages
[18], chromosomes [19], or centrosomes [20, 21].

SAMPLE PREPARATION

The first requirement in performing electron tomo-
graphy is to prepare samples. Several possibilities exist
depending on the type of information to be recovered.
Proteins or macromolecular complexes can be prepared
from solutions by negative staining [22], fast-freezing [3],
or cryo-negative staining [2]. In the case of cellular sam-
ples, due to their thickness, it is necessary to obtain sec-
tions after chemical fixation and embedding in plastic
resins. However, such preparations damage the biological
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ultrastructure of the samples [23]. Thus, high-pressure
freezing [24] and cryo-fixation [9] are currently used to
get better sample preservation.

Negative staining is based on the use of heavy metal
salts, such as uranyl acetate, ammonium molybdate or
phosphotungstic acid, which surround the samples and
are visualized as electron dense surfaces under the micro-
scope. This method provides rapid information about the
structural shape and organization of molecules. However,
samples are dehydrated and flattened, reducing the final
quality and resolution of the reconstructed volumes. In
order to increase the resolution of the reconstructed vol-
umes, great efforts are currently under development, such
as rapid freezing in liquid ethane, which preserves the
structure of the samples [25]. However, images recorded
on frozen-hydrated samples present low contrast and
high sensitivity to radiation. A promising technique,
which reduces the drawbacks of freezing in liquid ethane,
is cryo-negative staining. This approach combines nega-
tive staining with freezing in liquid ethane under hydrat-
ed conditions, resulting in an increase in the contrast of
the images while the samples remain hydrated and pro-
tected against radiation [1].

For cellular samples, classic preparation methods
require chemical fixation and embedding in plastic resins.
However, this approach generates artifacts that can be
reduced by using physical fixation under high-pressure
conditions [9, 26]. Moreover, the recent development of
cellular sample preparation allows freezing samples
directly [27] and getting sections that can be observed on
the microscope without any staining agent (cryo-sec-
tions). This approach preserves the sample under nearly
native conditions. However, a limitation of this prepara-
tion method is the requirement of highly specialized
equipment, such as cryo-ultramicrotomes with special
cryo-knifes for sectioning [28] or energy filters for con-
trast enhancement of the images.

PRINCIPLES AND PROBLEMS
OF IMAGE RECORDING
IN ELECTRON TOMOGRAPHY

Concerning the image acquisition under the electron
microscope, three main problems should be noted [7]:
radiation damage, mechanical drift, and focus variations.
Radiation damage [29] is probably the main problem in
electron tomography, because the recording of a single
tomographic series implies taking at least 100 images (for
projection angles from —50 to +50°, each degree) of the
same area. In practice, biological samples embedded in
plastic resins can lose up to 30% of their thickness [30]
during the acquisition and frozen hydrated samples can
be destroyed by the electron beam. Radiation damage
limits the magnification used on the microscope and then
reduces the resolution of tomographic reconstructions.
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To prevent radiation damage, two procedures can be con-
sidered: reduction of the number of electrons required to
record one image or protection of the sample from the
effects of radiation. In the first approach, the use of field-
emission gun microscopes, with electron beams more
coherent and brilliant than those generated by standard
LaB, microscopes, as well as the use of slow-scan CCDs
presenting high sensitivity to electrons are current solu-
tions [31]. Concerning the protection against radiation,
samples embedded in plastic resins can be slowly frozen
in liquid nitrogen, then transferred to the electron micro-
scope at —168°C, and observed at this temperature. Our
preliminary tests performed on semi-thin samples
(200 nm thick) indicated that the thinning phenomenon
is reduced to less than 10%.

The drift phenomenon can be observed during
acquisition as the tilt angle is changed. This mechanical
drift, if coupled to the thermal drift in the case of samples
observed at liquid nitrogen temperature, can induce an
irreversible loss of data. A simple approach to minimize
the drift effect is to use cross-correlation functions to cal-
culate the displacements between two consecutive images
recorded at different angles, and then re-center the sam-
ple projection before taking again a new image at the cur-
rent angle (Fig. 2a). This method is precise but requires
two acquisitions per angle that increase the irradiation of
the sample. Thus, it can be used only for samples rather
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Fig. 2. Drift correction methods during acquisition. a) Precise
drift estimation. The shift computed by cross-correlation between
images recorded at angles n — 1 and » is applied before acquiring
a final projection at angle n. b) The shift estimated between
images recorded at angles » — 2 and » — 1 is applied before
acquiring the projection at angle n.
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resistant to irradiation. A second approach consists in
estimating the drift that corresponds to the two preceding
angles and then in applying a correction of this drift
before recording the image at the current angle (Fig. 2b).
This method presents the advantage that sample is not
additionally irradiated [32]. A third approach consists in
performing a pre-calibration of the microscope by calcu-
lating and storing the drift modifications existing between
consecutive angles. The stored drift correction values are
then applied during the real acquisition of the series [33].
Recent algorithms can predict image displacement based
on the assumption that the sample follows a simple rota-
tion. As a consequence, it is not necessary to either record
additional images for tracking and focusing during the
course of data collections or to spend time in a lengthy
pre-calibration of stage motions [34, 35].

Concerning focus variations, they are negligible if
the tilt-axis is aligned with the eucentric axis. In practice,
this alignment is never perfect and focus variations
become an important factor that could reduce the quality
of the final reconstructions, especially with thick speci-
mens (thickness > 300 nm) such as used for tomography.
To prevent this problem, autofocus programs based on the
comparison of Fourier transform from images are cur-
rently implemented in all existing software for tomo-
graphic acquisition [33].

THREE-DIMENSIONAL
RECONSTRUCTION ALGORITHMS

Once the tilted series have been acquired, the 3D-
reconstruction can be computed from the raw data. The
reconstruction process implies the determination, for
each projection, of the orientation in space of the object
being at its origin. Considering that this position is
defined by the Euler angles (¢, horizontal rotation; 0, ver-
tical rotation; and v, the second horizontal rotation fol-
lowing the application of ¢ and 0), reconstruction algo-
rithms consist in determining the Euler angles for each
projection before merging them (Fig. 3, see color insert)
[12]. However, before determining these angles it is
important to shift the images to a common center and to
cut the region of interest common to the whole image set.
This post-acquisition centering preliminary step is
required because the procedures for drift correction dur-
ing acquisition are not able to compensate it totally. The
centering process is done by fixing the position of a refer-
ence image and shifting a second one to different (X, Y)
positions. Then, for each (X, Y) position, the cross-cor-
relation coefficient, which measures the similarity
between the two images, is calculated and the second
image is displaced to the (X, Y) coordinates that maxi-
mize the value of the cross-correlation coefficient. Once
the image set is centered, the Euler angles can be calcu-
lated. In the case of cellular tomography, it is simple
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because a single object has been tilted around a single
axis, so there is no horizontal rotation (¢ = 0). The tilt
angle (0) is known for each image from the microscope,
and if images are rotated (different y values) each rota-
tion angle can be computed by a rotational cross-correla-
tion. In practice, differences in the y value are negligible.
In the case of single particle analysis, the approach to cal-
culate the angles is slightly different. The geometrical
relationships existing between several projections of a
homogeneous biochemical sample have to be computed,
which implies the calculation of the Euler angles for each
object. For this purpose, iterative reference-free align-
ment algorithms are used [36, 37].

Once the Euler angles have been determined, it is
possible to compute the three-dimensional reconstruc-
tion from the set of projections. The most frequently used
algorithm to reconstruct volumes from projections is the
weighted back-projection [38]. This algorithm is based on
the central section theorem which states that the 2D
Fourier transform of a projection through a 3D volume
will coincide with a plane passing through the origin of
the 3D Fourier transform of the volume with the same
orientation as the projection. Thus, the Fourier transform
of each image can be calculated and placed in the 3D
Fourier space based on the computed Euler angles. When
all the Fourier transforms are placed in the 3D Fourier
space, a 3D Fourier transform is generated. The inverse of
this 3D Fourier transform corresponds to the original
object volume. The original data set should contain all the
possible orientations of the object to calculate an exact
reconstruction. Nevertheless, the ideal case, in which the
Fourier space is completely filled from the projections,
does not occur in electron tomography since it is not pos-
sible to tilt the sample at 90° inside the electron micro-
scope. Actually, the effective sample thickness to be
crossed by the electrons is equal to the original thickness
divided by the cosine of the tilt angle (6). Thus, when 6 =
90° the sample thickness becomes infinite, meaning that
no image can be recorded. In practice, angle values
between —60 and +60° (sometimes 70°) are used. This
limitation in the maximum tilt angle that can be used to
record images induces a missing of data in the Fourier
space known as the missing wedge [39]. To reduce the
effect of the missing wedge, it is possible to record several
tomographic tilt series of a single object after rotation in
the horizontal plane. This approach, known as multiple
axis tomography, allows reducing the missing wedge to a
missing cone (Fig. 1). An additional problem related to
the relationship between the sample thickness to be
crossed by the electron beam during acquisition and the
tilt angle (0) is that the number of electrons arriving to the
ssCCDs decrease with the absolute value of the tilt angle.
This implies that the images become darker while the tilt
angle increases. To reduce this effect, it is possible to con-
sider that the average luminosity of the images decrease
with the increment of the tilt angle. Thus, the exposure
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time for each image should be increased by a factor equal
to the starting time defined at 6 = 0° divided by the cosine
of the tilt angle (0) at which the image is recorded.

IMPROVING TOMOGRAM RESOLUTION

Measuring the quality of the 3D-reconstructions is
still an open problem and several methods have been pro-
posed to calculate the resolution of volumes [40-43].
Most of them require the calculation of two independent
reconstructions, which implies the division of the original
data set into two sub-sets. This represents a drawback for
tomography because of the few recorded projections
number. To solve this limitation, a new approach based on
the signal-to-noise ratio, already used for single particle
analysis [44], has been recently proposed for tomograms.
This approach measures the consistency between the pro-
jections calculated from the reconstructed volume and
the original data set [45, 46]. The algorithms for comput-
ing volume resolution, as well as those required to per-
form reconstructions and models from tomographic
series, have been implemented in public software facilities
(table). However, the development of algorithms for mul-
tiple axis tomography to improve resolution is a recent
topic. Multiple axis tomography requires the combination
of several volumes of a single object, which results in an
increment of the signal-to-noise ratio of the final recon-
struction as well as in the reduction of the missing wedge.
To merge volumes, it is necessary to compute the 3D
rotational and translational shifts existing between the
volumes. A possible approach is to calculate the projec-
tions of each volume and cross-correlate them to com-
pute the ¢ angles as well as the shifts. The shift and angle

1223

corrections are applied to the volumes, bringing them to
a common center in space, before computing an averaged
volume. To refine the shifts and ¢ values and to determine
0 and vy, reference-free alignment algorithms, used for
single particle approaches [36, 37], can be adapted in 3D.
This approach has been successfully tested in the case of
ribosomes, leading to a significant resolution improve-
ment [47].

Another approach to improve resolution is to com-
bine volumes from different objects belonging to a single
morphological group. In this case, the combination of
tomograms requires classification before averaging since
sample heterogeneity may induce a loss of details.
Volumes classification can be efficiently done by using
self-organizing neural networks [48, 49]. For instance,
Pascual-Montano et al. [50] have applied this method to
reconstruct the insect flight muscle.

Finally, other possibility for resolution improvement
is to combine cellular tomography and single particle
analysis [32]. This approach can only be applied to
objects that can be obtained in several copies such as pro-
teins, viruses (including multi-symmetrical virus like T4-
bacteriophages), or organelles like centrioles. This
method consists of two steps: first a reconstruction of a
reference volume by cellular tomography, and second, the
determination of the final 3D-reconstruction from
frozen-hydrated samples. The computation of the refer-
ence volume implies performing independent 3D recon-
structions of single objects by cellular tomography and
combining them. The objects used to for the reconstruc-
tions of the reference volume can be prepared using any
of the methods described in the sample preparation sec-
tion. Then, all the projections of the volume are comput-
ed for all possible orientations. This first step is followed

Public software facilities for electron tomography

Package Web-page Basic applications Platform
XMIPP http://www.cnb.uam.es/~bioinfo/ classification, denoising, UNIX, Windows
estimation of resolution
IMOD http://bio3d.colorado.edu/imod/ image recording, UNIX, MacOS X,
3D-reconstruction, ‘Windows
modeling
TOM http://www.biochem.mpg.de/tom/ acquisition, image recording, MATLAB-based,
3D-reconstruction UNIX, MacOS X,
‘Windows (acquisition
only for Windows)
TOMO-J | http://www.snv,jussieu.fr/~wboudier/softs/tomoj.html volume registering, IMOD-based, UNIX,
3D-reconstruction MacOS X, Windows
EFTET-J | http://www.snv.jussieu.fr/~wboudier/softs/eftetf.html 3D-chemical mapping IMOD-based, UNIX,
MacOS X, Windows
eTDIPS http://www.cc.nih.gov/cip/software/etdips/ volume imaging Windows

BIOCHEMISTRY (Moscow) Vol. 69 No. 11 2004



1224

by the comparison between the untilted images, recorded
from frozen hydrated samples, and the projections of the
reference volume to compute the Euler angles of each
image. Moreover, procedures for information recovery
such as contrast transfer function (CTF) correction [51,
52] can be used on untilted images leading to a significant
resolution improvement. Once the shifts and Euler angles
are determined and the CTF is corrected, the experimen-
tal projections from the frozen hydrated samples are com-
bined to build up the final 3D-reconstruction. This
approach presents the advantage that large and complex
objects not analyzable by other structural methods can be
resolved at nanometric resolutions [32]. In addition, the
use of frozen hydrated samples, irradiated only once with
a low electron dose (less than 10 e~ per 1 A%), minimizes
the deformation of the structures and facilitate the com-
parison of the reconstruction with data coming from X-
ray crystallography.

NEW DEVELOPMENTS
IN ELECTRON TOMOGRAPHY

Future developments in molecular and cellular
tomography will focus on new image processing methods.
In particular, it will be important to develop algorithms in
order to register volumes calculated by several structural
analysis methods at different resolution values. It is
already possible to fit macromolecular volumes of com-
plexes in 3D-reconstructions of cellular mesoscopic
structures [53, 54] such as X-ray or NMR data of individ-
ual components can be fitted in volumes obtained by
TEM from macro-complexes. To fit X-ray data into vol-
umes of molecules computed by single particle analysis,
public software, such as Situs [55] or URO [56], is acces-
sible over the Internet. Volumes computed from a crystal-
lographic data set are filtered at the same resolution than
those calculated from microscopy and registered by
cross-correlation. A similar approach exists for the fitting
of 3D-reconstructions from single particle analysis into
cellular tomography data. These approaches allow a bet-
ter understanding of the molecular organisation of cells.
However, all the sample preparation methods for electron
tomography impose specimen fixation, which constitute
a major problem to study any living cells. A possible solu-
tion to overcome this drawback is to combine electron
and confocal microscopy by using, for instance, samples
combining a fluorescent dye with a dense marker, like
Fluoro-Nanogold (FNG) [57, 58].

In the context of combining different structural
approaches, it is also possible to perform multidimension-
al analysis by coupling electron tomography and energy
filter transmission electron microscopy (EFTEM). This
new EFTET (energy filter transmission electron tomogra-
phy) structural approach allows studying the 3D distribu-
tion of chemical elements in inorganic and organic mate-
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rials. Relevant information has been obtained in the study
of interfaces in material sciences [59, 60] as well as in the
analysis of iron distribution in magnetotactic bacteria
[61]. However, no public software to compute 3D chemi-
cal maps from EFTET images are available, which limits
the use of EFTET to laboratories having experience in
electron microscopy and software development.
Nevertheless, important efforts are currently being made
to develop public software for EFTET, and a preliminary
multi-platform program is already available (table).
Finally, the use of energy loss filters allows the observation
of samples presenting thickness close to 800 nm [39],
which constitutes an alternative to the combination of
volumes computed from serial sections to calculate the
3D-structure of entire subcellular structures [62].

In conclusion, tomography combined with digital
image analysis is becoming a powerful structural tech-
nique, which allows studying objects from molecules to
subcellular organelles and cells. However, the computa-
tion of tomograms at the best possible resolution is not
the final step for electron tomography. The complexity of
the data existing in the reconstructions requires the devel-
opment and use of rendering software, which includes
volume segmentation and denoising. Important efforts
are being made to develop algorithms for automatic seg-
mentation of volumes [63], since segmentation is
presently performed manually. Regarding denoising, a
new generation of algorithms is successfully applied to
electron tomograms facilitating the interpretation of
complex structures [64-66].

The authors thank the French INSU GEOMEX
program for financial support for EFTET software devel-
opment. This review is dedicated to the memory of Prof.
Boris Poglazov.
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gp 43 splits

49 bp in phages 31 and 44RR; 832 bo (1 ORF
2 bp in phage 65; P _ ) phage 25
2960 bp (7 ORFs) in phage 133 Group | intron

Split in phage RM378  Split in M. thermoautotrophicum
( ~60 kb intervening) (~850 kb intervening )

Fig. 5 (for Petrov and Karam). Intervening sequences in split pol B genes. The diagram shows the positions of the gp43 splits that we have
observed in five T4-like phages and compares these to the positions of other splits that have been observed in the pol B enzymes of R. mar-

inus phage RM378 and M. thermoautotrophicum.
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Fig. 3 (for Marco et al.). Use of Euler angles. To get a lateral view horizontally rotated by 45° (bottom left) from a front view (top left) of
a volume (¢ =0, 6 = 0, y = 0), it should be rotated horizontally (¢ = 180°, 8 = 0, y = 0) giving a back view (top right), then vertically
(o = 180°, 8 =90°, w = 0) as shown at bottom right and finally rotated again by 45° on the horizontal plane (¢ = 180°, 6 = 90°, y = 45°).

Arrow shows the position of a relevant feature of the volume.

BIOCHEMISTRY (Moscow) Vol. 69 No. 11 2004



